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Abstract— Efficient and reliable generation of global path
plans are necessary for safe execution and deployment of au-
tonomous systems. In order to generate planning graphs which
adequately resolve the topology of a given environment, many
sampling-based motion planners resort to coarse, heuristically-
driven strategies which often fail to generalize to new and varied
surroundings. Further, many of these approaches are not de-
signed to contend with partial-observability. We posit that such
uncertainty in environment geometry can, in fact, help drive the
sampling process in generating feasible, and probabilistically-
safe planning graphs. We propose a method for Probabilistic
Roadmaps which relies on particle-based Variational Inference
to efficiently cover the posterior distribution over feasible
regions in configuration space. Our approach, Stein Variational
Probabilistic Roadmap (SV-PRM), results in sample-efficient
generation of planning-graphs and large improvements over
traditional sampling approaches. We demonstrate the approach
on a variety of challenging planning problems, including real-
world probabilistic occupancy maps and high-dof manipulation
problems common in robotics. Video, additional material and
results can be found here: https://sites.google.com/
view/stein-prm.

I. INTRODUCTION AND RELATED WORK

Probabilistic roadmaps approximate a continuous config-
uration space with a discrete set of sampled configura-
tions [1, 2]. Theoretical bounds have been developed for
the number of uniform or low-discrepancy samples required
to ensure near-optimal paths [2–4]. However, such bounds
require many samples to generate a path through challenging
“narrow passage” problems [5], yielding dense roadmaps that
cannot be searched efficiently at query time.

Thus, roadmaps should be sparse while preserving the
connectivity of the underlying free configuration space. Our
key insight is that the distribution of roadmap samples should
match the distribution over feasible states. We formulate
this problem as particle-based variational inference [6]. Our
Stein Variational Probabilistic Roadmap (SV-PRM) approach
deterministically optimizes the samples of a sparse roadmap
to efficiently cover the space. This method only requires that
the distribution is differentiable, an assumption satisfied by
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(a) Navigation through INTEL lab (b) Cubby Reaching Manipulation Task

Fig. 1: We generate PRMs by sampling from a posterior feasibility distribu-
tion using particle-based Variational Inference. Placement of graph vertices
is governed by a gradient flow, promoting uncertainty-guided exploration of
the state space prior to graph construction. The approach results in sample-
efficient path planning using both (a) real-world probabilistic occupancy
maps and (b) cost functions for manipulation tasks. In Fig. 1(b), particle
vertices are represented by orange robot configurations, with the goal
configuration shown in green.

continuous Bayesian occupancy maps [7–9] from simultane-
ous localization and mapping (SLAM) or otherwise assumed
by popular trajectory optimization algorithms [10–13]. We
demonstrate the efficacy of our approach on 2D navigation
and 7D manipulation problems (Fig. 1).

A complementary thread of work biases the PRM sam-
pling distribution to focus on important regions of the
configuration space. These approaches typically require ad-
ditional uniform samples to provide baseline coverage of
easily-sampled regions. Heuristics from collision geometry
or topology are most effective on 2D problems and increase
the expense of generating a single sample [14–17]. Recent
work has trained neural networks to propose samples around
predicted shortest paths [18, 19] or bottleneck nodes [20].
However, these approaches primarily focus on the single-
query setting, i.e. with a specific start and goal configuration
pair. Critical PRMs [21] are sparse roadmaps designed for
the same multi-query setting targeted by SV-PRMs. This ap-
proach biases toward samples with high betweenness central-
ity, training a neural network to predict such nodes from lo-
cal environment features. Neural network-based approaches
require a dataset of similar planning environments, while
SV-PRMs perform variational inference with a differentiable
probabilistic feasibility function.

A key question with biased samplers is the choice of
environment representation. This is often in the form of
an occupancy map [17, 20], point cloud [19], or other
complete representation [18]. Explicitly constructing these
representations in configuration space can be challenging for
many robotics settings, especially with partial-observability.
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In contrast, classical geometry heuristics only require ac-
cess to a binary collision checker to evaluate candidate
samples [14–16], while Critical PRMs use local features
to predict criticality [21]. Similarly, SV-PRMs rely only on
access to a differentiable probabilistic feasibility function,
and avoid explicitly evaluating the function over the entire
state space.

SV-PRM relies on the SVGD method for variational
inference (Section IV). Although SVGD has been used
for model-predictive control [22, 23] and trajectory opti-
mization [22, 24], we leverage its favorable properties for
generating global planning graphs.

II. PROBABILISTIC ROADMAPS AND SAFETY

In the conventional PRM algorithm [1], a graph G =
{V,E} with vertices V and edges E is generated by (1)
randomly sampling a vertex candidate from the continuous
configuration space xi ∼ X , (2) performing a collision check
on the sample, (3) adding xi to V if xi is collision-free,
and (4) connecting xi to existing neighboring vertices in the
graph xj ∈ N(xi) if the corresponding edge eij : xixj is
also collision-free. A path on G connecting start and goal
vertices (xs,xg) ∈ V is defined as a sequence of connected
vertices ξ = (x1,x2, ...,xf ) where x1 = xs, xf = xg . The
edge cost is a function c : E → R+, and the path cost is the
sum of edge costs over the path: c(ξ) =

∑
e∈ξ c(e). Denoting

the set of paths on G as Ξ, planning on G is then the problem
of finding the lowest-cost path ξ∗ = arg minξ∈Ξ c(ξ).

A vertex xi ∈ X is deemed feasible (i.e. “collision-
free”) if it satisfies some constraint h(xi) ≤ 0. The safe
set is defined by all such points, S ⊆ X , and a safe path
denoted by the continuous function ξS = ξS(t) ∈ S where
t ∈ [0, T ], ξS(0) = xs and ξS(T ) = xg . The path cost is
then the integral of point-wise costs along the path: c(ξS) =∫ T
t=0

c(ξ(t))dt. Any start-goal pair (xs,xg) ∈ S is deemed
reachable if a corresponding path ξS exists. The graph G
approximates the topology of S, since it is constructed such
that V,E ∈ S. A “good” graph G is then one which satisfies
the following properties: (1) Any point xi ∈ S can be
connected to G with a set of collision-free edges Ei = {eij :
xi xj

∣∣xj ∈ N(xi)}. (2) For any start and goal xs,xg ∈ S ,
the augmented graph G′ = (V ∪ {xs,xg}, E ∪ {Es, Eg})
contains an optimal path ξ∗ with a cost bounding the optimal
path cost in the safe set: c(ξ∗) − c(ξ∗S) ≤ δ, where δ ≥ 0.
For query-time efficiency, the graph G should have minimal
size while satisfying (1) and (2). The sampling strategy for
generating V is then vital in achieving these properties.

III. POSTERIOR-GUIDED ROADMAP GENERATION

In order to generate candidate vertices in an informed and
sample-efficient manner, we desire a sampling distribution
having high probability in the safe set S, and low probability
elsewhere. Specifically, we can represent the probability of
a given point x ∈ Rd being collision-free by the feasibility
likelihood1 p(z = 1 |x; Θ) with parameter Θ ∈ Rm. Here,

1We use this notation for convenience, maintaining the following equiv-
alence: p(z = 1 |x; Θ) = p(h(x) ≤ 0 |x; Θ) = p(x ∈ S |x; Θ).

the occupancy indicator variable z ∈ {0, 1} labels a given
location as being in-collision (z = 0) or collision-free (z =
1). Using Bayes’ Rule, we can obtain a posterior probability
over collision-free space:

p(x | z = 1; Θ) = η p(z = 1 |x; Θ) p(x) (1)

where p(x) is a prior probability, and η a normalizing factor.
This formulation bears particular significance in the partially-
observable setting, where we do not have access to ground
truth occupancy labels z, but can make measurements using a
probabilistic model accounting for sensor noise. In this case,
the likelihood distribution p(z = 1 |x; Θ) can be interpreted
as a probabilistic map of unoccupied regions [25]. How-
ever, as we shall see, such feasibility likelihoods may also
correspond to negatively-exponentiated costs found within
the context of trajectory-optimization. In both cases, we can
derive a target posterior distribution to inform a sampling
scheme for PRMs.

A. Bayesian Occupancy Maps

Bayesian inference provides a useful framework for in-
tegrating observations and incorporating uncertainty to con-
struct occupancy maps. In this case, the target space cor-
responds to 2- or 3-dimensional Cartesian space, i.e. x ∈
R2 or x ∈ R3 . The map parameter Θ can be obtained
by performing Bayesian inference using collected occu-
pancy data. Given a set of state-measurement pairs D =
{xm, zm}Mm=1 = (X, z), a likelihood model p(z = 1 |x,w)
and prior p(w), the posterior over model parameters can be
expressed as

p(w | z, X) = η

M∏
m=1

p(zm |xm,w)p(w) (2)

where η is a normalizing constant. The feasibility likelihood
p(z = 1 |x; Θ) can then be modeled for any point in the
domain x ∈ X , where the parameter Θ can be chosen as
a sufficient statistic from the fitted posterior in Eq. (2), e.g.
Θ ≡ Ep(w | z,X) [w] = µw. Approximating the posterior is
non-trivial, however a variety of scalable approaches exist.
Bayesian Hilbert Maps [9], for instance, model the likelihood
of free-space using the sigmoid:

p(z = 1 |x,w) =
(
1 + exp(w>Φ(x)

)−1
(3)

with a feature vector Φ(x) of radial-basis functions.

B. Feasibility Distributions in Motion Planning

Defining a state trajectory as the continuous-time function
τ , x(t) : t→ Rd, and a start state x0, trajectory optimiza-
tion aims to find the optimal trajectory τ∗ which minimizes
an objective functional F(τ ;x0). The solution must be
feasible and avoid collisions with obstacles (i.e. belong to
the safe set). This condition can be imposed by including an
additional obstacle penalty Fobs in the objective [10, 11]:

F(τ ;x0) = Ftask(τ ;x0) + αFobs(τ) (4)

where Ftask(τ ;x0) includes all other task objectives and



constraints, such as distance-to-goal and penalty on joint-
limit violations. The objective is minimized via a Gauss-
Newton form of iterative gradient descent, leveraging both
gradient and local curvature of the cost function for rapid
convergence [10, 13, 26]. The obstacle cost at a given
trajectory state x ∈ τ can be modelled using a truncated
signed-distance field (t-SDF), which penalizes a state if a
Cartesian point on the robot is within an ε-distance from the
surface of the neareast obstacle. Approximating the robot
surface using a collection of body spheres sj , j = 1 : K,
and letting d(x, sj) to be the distance from the surface of
sj to the nearest obstacle, a t-SDF value is defined by the
hinge loss:

c(x, sj) =

{
−d(x, sj) + ε d(x, sj) ≤ ε
0 otherwise

(5)

These costs are combined across spheres to construct an
obstacle-cost vector: h(x) = [c(x, sj)]

∣∣
j=1:K

, and define
the total obstacle cost as the scaled inner-product: Fobs(x) =
α ‖h(x)‖2, where α > 0. As in [12, 13], the obstacle cost at
a given state can be interpreted as the negative log-likelihood
function: − log p(z = 1 |x; Θ) = α ‖h(x)‖2 + const,
with parameter Θ including obstacle locations and geometry.
Here, the likelihood probability of a state being collision-free
is modeled as p(z = 1 |x; Θ) ∝ exp(−α ‖h(x)‖2). Motion
planning can then be framed as an inference problem, where
the objective is to find the maximum a-posteriori solution:

τ∗ = arg max
τ

p(τ | z = 1; Θ) (6)

= arg max
τ

T∏
t=0

p(z = 1 |xt; Θ) p(τ) (7)

where trajectories are discretized into a set of states τ =
{xt}t=0:T over a horizon T .

Although gradient-based controllers (ex. iLQR) and mo-
tion planners (ex. GPMP) can quickly return a feasible
trajectory, the solution may only be locally optimal, and
requires an initial trajectory or set of waypoints to prevent
falling into poor optima. Such a path can be produced by
sampling PRM vertices from the feasibility posterior over
state-space, xi ∼ p(x | z = 1; Θ) = η p(z = 1 |x; Θ) p(x),
and generating the shortest-path on the resulting graph.

For both cases in Section III-A and Section III-B, we
would like to directly sample from the posterior distribu-
tions in order to generate viable points in regions of the
state space that are likely to satisfy state-based constraints:
xi ∼ p(x | z = 1; Θ). Unfortunately, obtaining a closed-
form expression for this target distribution is intractable
in general. The posterior-sampling procedure must then be
approximated using methods such as Markov-Chain Monte
Carlo (MCMC) or Variational Inference (VI).

IV. VARIATIONAL INFERENCE AND SVGD

Variational inference (VI) is a powerful tool for ap-
proximating challenging probability densities in Bayesian
statistics. As opposed to MCMC methods, VI formulates
inference as an optimization problem. A proposal distribution

q(x), belonging to a familyQ, is chosen to minimize the KL-
divergence with the target posterior distribution p(x |z) over
latent variable x:

q∗(x) = min
q∈Q

DKL(q(x) ‖ p(x | z)) (8)

Traditional VI methods typically require careful selection
of the distribution class Q, which is often chosen to have a
tractable parameteric form at the expense of introducing bias.
A recently developed method, Stein Variational Gradient
Descent [6, 27], avoids the challenge of determining an ap-
propriate Q by leveraging a non-parameteric, particle based
representation of the posterior distribution. This approach
approximates a posterior p(x | z) with a set of particles
{xi}Ni=1, xi ∈ Rd. The particles are iteratively updated
according to xi ← xi + εφ∗(xi), given a step-size ε. The
function φ∗(·) lies in the unit-ball of a reproducing kernel
Hilbert space (RKHS). This RKHS is characterized by a
positive-definite kernel k(·, ·). The term φ∗(·) represents the
optimal perturbation or velocity field (i.e. gradient direction)
which maximally decreases the KL-divergence:

φ∗ = arg max
φ∈H

{
−∇εDKL(q[εφ] ‖ p(x | z)) s.t. ‖φ‖H ≤ 1

}
,

(9)

where q[εφ] indicates the particle distribution resulting from
taking an update step. This has been shown to yield a closed-
form solution [6] which can be interpreted as a functional
gradient in RKHS, and can be approximated with the set of
particles:

φ̂∗(x) =
1

N

N∑
j=1

[
k(xj ,x)∇xj log p(xj | z) +∇xjk(xj ,x)

]
.

(10)

Eq. (10) has two terms that control different aspects of the
algorithm. The first term is essentially a scaled gradient of
the log-likelihood over the posterior’s particle approximation.
The second term is known as the repulsive force. Intuitively,
it pushes particles apart when they get too close to each other
and prevents them from collapsing into a single mode. This
allows the method to approximate complex, possibly multi-
modal posteriors. For the case of a single particle, the method
reduces to a standard optimization of the log-likelihood or
a MAP estimate of the posterior as the repulsive force
term vanishes, i.e. ∇xk(x,x) = 0. SVGD’s optimization
structure empirically provides better particle efficiency than
other popular sampling procedures, such as Markov Chain
Monte Carlo [28]. The deterministic, gradient-based updates
result in smooth transformations of the proposal distribution,
a property which makes SVGD particularly attractive for
trajectory optimization and inference.

A. Hessian-Scaled Kernels

As discussed in [27, 29], the convergence and accuracy of
the SVGD algorithm can be largely improved by incorpo-
rating curvature information into the kernel. For instance, a
positive-definite matrix M can be used as a metric to scale
inter-particle distances inside of an anisotropic RBF kernel:



(a) SV-PRM(Uniform), conservative β. (b) SV-PRM(Uniform), optimistic β. (c) SV-PRM(Uniform), conservative β. (d) PRM(Uniform), conservative β.

Fig. 2: (a)-(b) Partially and (c)-(d) fully-explored INTEL Bayesian Hilbert Map environment. (a)-(b) compares the resulting SV-PRM with conservative
β = 0.54 and optimistic β = 0.45 graph generation. (c) demonstrates the improved connectivity of SV-PRM(Uniform) relative to (d) the PRM(Uniform)
particles (which were used to initialize the SV-PRM in (c).

k(xj ,xi) = exp
(
− 1

2h (xj − xi)>M(xj − xi)
)
, where h

is the bandwidth parameter. Curvature information can then
be shared across particles by averaging their local Hessian
evaluations. Specifically, denoting the negative Hessian ma-
trix to be H(x) = −∇2

x log p(x | z), we can define the metric
M = 1

N

∑N
j=1H(xj), which is computed using xj-values

from the previous iteration.

V. STEIN VARIATIONAL PRMS

As an alternative to random or purely heuristic-driven
sampling for PRMs, we propose to approximate the posterior
distribution of feasible space p(x | z = 1; Θ) using a set of
SVGD particles {xi}Ni=1.

In the Inference phase, particles are initialized by drawing
samples from the prior distribution over configuration space:
{xi}Ni=1 ∼ p(x). The particle distribution is then updated
using successive SVGD iterations, where at each iteration,
the log-likelihood and log-prior gradients are computed for
each particle in parallel:

∇x log p(xi | z = 1; Θ) = (11)

∇x log p(z = 1 |xi; Θ) +∇x log p(xi), (12)

Given a choice of kernel k(·, ·), the RKHS gradient in
Eq. (10) is computed for each particle. The particles are then
updated, and the process is repeated until convergence.

During the Construction phase, the feasibility of a given
point x is imposed by a chance constraint on the feasiblity-
likelihood: p(z = 1 |x; Θ) ≥ β, where β ∈ [0, 1]. Vertices
and edges are only accepted into the graph G if this con-
straint is satisfied, ensuring that they lie within the safe set
S with a probability of at least β. Particles which violate
the chance-constraint are removed from the vertex-candidate
set. Edges are connected between two vertices if the edge-
length is less than the connectivity radius ρ, which defines
the set of nearest neighbors for each vertex. In practice, this
can drastically reduce the number of edges in the graph,
therefore decreasing the problem size in the planning phase.

In the Planning phase, a feasible path is generated by
first performing a “collision-check” on a candidate edge to
ensure that the constraint p(z = 1 |x; Θ) ≥ β holds. Equi-
distant query points are generated along the edge at a fixed
resolution, and edge-feasibility is approximated by ensuring

that all query points satisfy the chance constraint. If the
edge is accepted in to the graph G, its length is evaluated
and stored. A user-specified search algorithm is then run to
completion in order to generate a shortest-path solution ξ∗.

A subtle but key aspect of this VI-based PRM approach
is that a candidate set of vertices are not generated by
first fitting a parameterized distribution q(x) to the target
posterior p(x | z = 1; Θ), then sampling points from q(x).
Rather, the particles themselves both govern the implicit
empirical distribution q and comprise the set of candidate
vertices. As these vertices are deterministically optimized
according to the SVGD algorithm, they will approach regions
of the space which are more likely to be collision-free, how-
ever the repulsive-force term will ensure particle diversity
and adequate coverage of the target distribution. The non-
parametric nature of the algorithm allows this approach to
be flexible and model highly multi-modal distributions.

This uncertainty-guided procedure for PRM generation is
quite general, and does not necessitate sampling heuristics.
However, the prior distribution p(x) can be chosen to bias
portions of the configuration space if required. Furthermore,
this approach can exploit gradient-based information of the
target distribution, and can be implemented in batch for
efficient GPU parallelization.

With the β-parameter, we can control optimism in graph
construction. Low values can lead to graphs which populate
edges in uncertain or unexplored areas, producing optimistic
path solutions with shorter paths. Conversely, higher values
restrict vertices and edges to high-probability regions, result-
ing in longer paths. This behavior is depicted in Fig. 2 with
a partial occupancy map generated from the Intel dataset.

Although SV-PRM requires a differentiable probability
distribution to evaluate the gradient in Eq. (11), as discussed
in Section III, this property can be satisfied with continuous
Bayesian occupancy maps or is already assumed by popular
trajectory optimization algorithms.

VI. EXPERIMENTS

We evaluate Stein Variational PRMs and relevant baselines
on three planning environments: (1) a synthetic planar point-
navigation problem with challenging obstacle distributions,
(2) a probabilistic occupancy map generated from a real-
world baseline, and (3) a high-dimensional simulated manip-



ulation problem. In all experiments, we use the anisotropic
RBF kernel (Section IV). For 2D examples with uniform
priors, we use the following positive-definite metric to scale
the pairwise particle distances: M = 1

N

∑N
i=1∇x log p(z =

1 |xi)∇x log p(z = 1 |xi)>.
We evaluate different roadmap generation strategies, where

the traditional PRM generates samples according to a
(pseudo-)random number generator, potentially with cost-
based rejection sampling. SV-PRM is initialized with the
samples from PRM, then performs SVGD on the particle
set. The connection strategy described in Section V is used
for both roadmaps. The LAZYSP [30] algorithm is then
used to search the roadmap, lazily evaluating edges to check
whether the cost threshold would be exceeded. We parallelize
SVGD evaluations using a PyTorch implementation, allowing
efficient GPU-driven inference.

A. Navigation

In the synthetic CHECKERBOARD environment (Table I),
we compare performance in low- and high-particle regimes
across various initialization schemes. The continuous target
distribution is generated by fitting a grid of RBF features to a
binary occupancy map. In the real world INTEL environment
(Fig. 1(a)), we fit a Bayesian Hilbert Map (BHM) [9] to
LIDAR data from the Intel Research Lab in Seattle [31].
The resulting probabilistic occupancy map is the SV-PRM
target distribution. We introduce a barrier function to prevent
particles from exceeding the limits of configuration space.

B. 7-Dof Motion Planning

To demonstrate the scalability of SV-PRMs in higher-
dimensional robotics problems, we test the approach on a
simulated reaching task depicted in Fig. 1(b). Here, the
start pose of the modeled Franka arm is configured to
be reaching in the top-right compartment. A feasible path
in joint-space x ∈ R7 must be found to reach the goal
configuration (green) in the lower left compartment, while
avoiding the cabinet frame (grey). Similarly to Section III-
B, the obstacle cost h(x) is modeled using a smoothly
varying t-SDF, as used in [11], with an offset value of
0.25m, and a feasibility likelihood of exp(−10 ‖h(x)‖2).
The prior p(x) is formulated as a uniform distribution, with
exponentially decreasing probability near the system joint-
limit values. As in the Navigation experiments, we compare
our approach to traditional PRMs, varying the initialization
type between random uniform samples and pseudo-random
samples generated from a Halton sequence. Further, we
add a task-based heuristic sampling distribution using a
multi-modal mixture of Gaussians. Three isotropic Gaussian
components are centered on the start and goal configurations,
as well as on a retracted “home” away from the obstacles.

VII. RESULTS

We report query-dependent metrics on the CHECKER-
BOARD environment, which measure the benefits of using
the SV-PRM for specific start-goal planning queries. We
select a challenging start-goal pair that requires the roadmap

PRM(U+Rej) PRM(H+Rej) SV-PRM(U+Rej)

N
=1

00
N

=2
50

TABLE I: CHECKERBOARD environment roadmaps generated with different
sampling strategies and number of samples. The planning query consists of
the start (green) and goal (red), and the shortest path (blue) is visualized if
it exists. Best viewed digitally.

PRM SV-PRM

U U+Rej H H+Rej U U+Rej H H+Rej

N = 100 2 15 7 3 29 30 3 3

N = 250 20 30 3 3 30 30 3 3

TABLE II: Number of successful planning trials on the CHECKERBOARD
environment with N=100 and 250 sampled vertices. Uniform-based samplers
are evaluated across 30 random seeds. The low-discrepancy Halton-based
sampler [32] is deterministic, so success is denoted with a 3or 7. In the low-
particle regime, uniform samples (with or without rejection) rarely capture
a path between the start-goal pair. Despite these poor initializations, the
SVGD optimization yields roadmaps with feasible paths in all but one trial.

0 10 20 30 40 50 60 70 80 90 100

# Iterations
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N = 50 100 150 200 250

Fig. 3: Maximum mean discrepancy (MMD) of SV-PRM(Uniform) with
respect to the uniform feasible distribution of the ground truth fully-mapped
Intel-BHM model (Fig. 2(c)). This differs from the partial map that SV-
PRM optimizes the particles against, but demonstrates how particles have
been distributed throughout the unmapped regions. Results are averaged
across 100 trials. MMD decreases with SVGD iterations, and with increasing
particle number N .

to pass through several narrow passages (Table I). Table II
reports the number of successful planning trials for low-
and high-particle regimes, showing that SV-PRMs better
capture the connectivity of the space with the same number
of samples. Compared to the larger PRMs that are needed
to match the smaller SV-PRMs connectivity, this improved
sample efficiency and sparsity yields faster planning times
and statistically-equivalent path lengths.

On the INTEL environment, we additionally consider
query-independent metrics that evaluate the approximation
quality of the resulting roadmap without a specific planning
query context. These metrics help understand the multi-query
performance of SV-PRM.



PRM(U) PRM(U+Rej) SV-PRM(U) SV-PRM(U+Rej)

50 100 150 200 250

# Vertices

60

70

80

90

100

%
C

ov
er

ag
e

Fig. 4: Roadmap coverage as a function of roadmap size, estimated by
sampling 1000 collision-free states in the partial Intel-BHM map and
attempting to connect them to roadmap vertices via collision-free edges.
SV-PRM(Uniform) and PRM(Uniform+Rejection) achieve comparable cov-
erage, while SV-PRM(Uniform+Rejection) achieves slightly higher coverage
with greater improvement in the low-particle regime.

First, we simulate a partial map by limiting the amount
of data ingested by the BHM. Fig. 2 visualizes the map
when the BHM has consumed little data; the outer hallway
loop has yet to be identified. The SV-PRM on this partial
map reflects the resulting uncertainty in the model. Many
vertices are in the likely collision-free spaces, but vertices
are also distributed throughout the unmapped (and therefore
uncertain) area. By choosing the cost threshold appropriately,
SV-PRMs preserves more vertices and edges in the roadmap.
The same SV-PRM can yield multiple candidate paths for
a specific query by varying the threshold: a conservative
threshold safely connects the start and goal via the known
corridor, while an optimistic threshold navigates through the
unknown and finds a shorter (but ultimately invalid) path. In
this way, users are able to specify their degree of certainty
in the map quality. SV-PRMs cull vertices accordingly to
efficiently plan paths at the desired cost threshold.

To further characterize this partial map setting, we eval-
uate the maximum mean discrepancy (MMD) [33], which
measures the difference between two distributions based on
samples drawn from each of them. Fig. 3 visualizes the
MMD as particles are optimized against the partial map,
demonstrating that SVGD improves the MMD over time.
Increasing the number of particles also lowers the MMD,
although with diminishing returns.

Fig. 4 demonstrates that SV-PRMs improve the configu-
ration space coverage relative to the corresponding random
initialization. Note that this coverage metric does not char-
acterize the connectivity of the roadmap; as demonstrated
in Table I, rejection sampling can achieve good coverage
without capturing the connectivity of the underlying space
and yielding a feasible path. On query-dependent metrics,
Fig. 5 shows that both SV-PRM initializations enjoy shorter
or comparable paths for the same number of vertices as the
PRM baselines, while solving a higher rate of problems.

Results for the 7-dof MANIPULATOR task are shown in
Fig. 6, where we compare path statistics between SV-PRM
and PRM for random and quasi-random initializations. SV-
PRM manages to generate a higher degree of feasible joint-
space across vertex counts for all cases, and yields lower
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(a) Rate of trials with feasible solution.
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Fig. 5: INTEL environment with 100 random trials. (a) SV-
PRM(Uniform+Rejection) succeeds on over 40% with 50 vertices
and all 100 trials with 100 vertices. (b) SV-PRM(Uniform+Rejection) has
lower solution path length than both PRM baselines, across all roadmap
sizes. SV-PRM(Uniform) achieves comparable average solution path length
to PRM(Uniform+Rejection), while solving a higher rate of problems.
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Fig. 6: Solution statistics on the manipulation reaching experiment corre-
sponding to Fig. 1(b). Success rate and average path length of solutions
are compared between SV-PRM and the PRM baseline for 30 trials (10
per random seed) using different initialization distributions (i.e. priors)
across varying number of vertices: N ∈ {16, 32, 64, 100, 128}. Particle-
based posterior sampling with SV-PRM significantly improves the planning
solution, particularly in the regime of few vertices.

path costs when solutions are found. As can be seen in
the accompanying video, performing inference with SVGD
before graph construction pushes pose configurations into
collision-free regions, increasing coverage in feasible space.

VIII. DISCUSSION AND FUTURE WORK

The Stein Variational Probabilistic Roadmap proves to be
a robust method for efficiently generating graphs well-suited
for multi-query planning, outperforming existing biased-
sampler PRM approaches. Future work will investigate how
to pick the appropriate prior distributions as well as number
of particles, with more emphasis on planning for manipula-
tion as these results were very promising. Another exciting
result worth investigating further is the tunable optimism
parameter for partially explored environments. This is es-
pecially applicable when running the algorithm in an online
setting where the particles are updated incrementally as new
observations arrive, similar in spirit to the results in [9].
Finally, this approach would be an excellent complement
to learned neural network samplers that leverage experience
to guide sampling [18–21], where SV-PRMs can continue
to optimize these biased samples or directly incorporate the
scoring functions as a probabilistic cost.
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