
Semantic and Geometric Modeling with Neural Message Passing
in 3D Scene Graphs for Hierarchical Mechanical Search

Andrey Kurenkov1, Roberto Martín-Martín1, Jeff Ichnowski2, Ken Goldberg2, Silvio Savarese1

Abstract— Searching for objects in indoor organized envi-
ronments such as homes or offices is part of our everyday
activities. When looking for a desired object, we reason about
the rooms and containers the object is likely to be in; the
same type of container will have a different probability of
containing the target depending on which room it is in. We
also combine geometric and semantic information to infer what
container is best to search, or what other objects are best
to move, if the target object is hidden from view. We use
a 3D scene graph representation to capture the hierarchical,
semantic, and geometric aspects of this problem. To exploit this
representation in a search process, we introduce Hierarchical
Mechanical Search (HMS), a method that guides an agent’s
actions towards finding a target object specified with a natural
language description. HMS is based on a novel neural network
architecture that uses neural message passing of vectors with
visual, geometric, and linguistic information to allow HMS
to process data across layers of the graph while combining
semantic and geometric cues. HMS is trained on 1000 3D
scene graphs and evaluated on a novel dataset of 500 3D
scene graphs with dense placements of semantically related
objects in storage locations, and is shown to be significantly
better than several baselines at finding objects. It is also
close to the oracle policy in terms of the median number of
actions required. Additional qualitative results can be found at
https://ai.stanford.edu/mech-search/hms

I. INTRODUCTION

In our day-to-day lives we often face the task of looking
for a particular object in organized indoor spaces. When
searching for an object, the process is coarse-to-fine, se-
quential, and interactive: we first consider the room, then
the container the object can be in, and then, after opening
the container, we may have to move objects to be able to
see the target. The combination of these steps makes this a
hierarchical instance of mechanical search [1].

For example, when looking for cheese in a new house,
we would look 1) in the kitchen, 2) within the fridge, and 3)
near or behind other dairy products that may be occluding it,
even if bigger but less related objects (e.g. a big watermelon)
occlude a larger area. Further, while we expect the cheese to
be in a fridge, we would not first search in a fridge in the
garage, because that fridge is more likely to contain other
items such as soda. In other words, each decision is informed
by multiple levels (e.g. we expect different content for the
same container in different rooms), and the search process
is guided by both semantic and geometric reasoning of the
target, rooms, containers, and occluding objects.

In this work, we address the problem of searching for ob-
jects in hierarchical organized indoor environments (Fig. 1).
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Fig. 1: Searching for an object in large environments using
semantic and geometric information: assuming knowledge of
rooms and containers, the agent is tasked to find a target object
(jasmine green tea). From coarse to fine location levels, the
agent decides what room, container, and section of the container to
search, and, if the target is not visible, what visible object should
be removed to reveal it. Right top/bottom: Content of the same
container in different rooms. Information from different levels (e.g.
room) helps predict and select at others (e.g. container); Right top
image: Target (yellow box) is partially behind semantically related
objects that need to be removed before larger unrelated objects. The
mechanical search at the shelf level is guided by a combination of
geometric and semantic information.

The target object is specified by a short natural language
description. We assume that the searching agent is provided
with the layout of the environment and the storage locations
that can contain target objects, as well as visual observations
of the objects inside a container the first time the agent
explores it. The goal of the agent is to find the target with
a minimum number of actions (motion to a new room,
selection of a new container, and/or removal of a possibly
occluding object). To efficiently search in this context, the
agent needs to exploit information at different levels (room,
container, object) while fusing geometric (size) and semantic
(linguistic description and labels, appearance) information.

Previous learning-based approaches enabled agents to
search for objects given images of the environment. However,
these approaches reason only about semantics [2–5] or
geometry [6–8] of the objects at a single level, and ignore
the combined nature of the search problem in organized
environments. Furthermore, these works have assumed that
the agent starts with little or no prior knowledge about the
environment, which limits their ability to search as efficiently
as possible when such prior knowledge is available. Several
works in robotics [9, 10] have addressed joint reasoning
over both semantic and geometric aspects of objects during
search, but they are restricted to only one room or container,
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do not enable search for objects guided by text descriptions,
and do not learn to reason about object occlusion from
images; thus, they scale poorly to real world scenarios.

In this work, we propose to represent the environment
with an extension of 3D Scene Graphs [11] that captures
the hierarchical structure of the environment as well as
the geometric and semantic information about containers
and objects within it. This graphical structure can represent
rooms, containers and objects as a hierarchy of nodes that can
grow dynamically as new objects are seen by the searching
agent when it first searches inside object containers.

To enable an agent to search with joint reasoning about
layers of the graph, as well as semantic and geometric
information associated with nodes, we propose Hierarchi-
cal Mechanical Search (HMS). HMS uses neural message
passing to propagate information in the form of feature
vectors from individual nodes across the graph to be spread
out to multiple other nodes. Feature vectors are created by
converting labels into word vectors and appearance into the
vectors output by a convolutional neural network, and then
concatenating geometric values such as location and size to
these vectors. Given a large dataset of examples, the model
is trained to assess the likelihood of the target object to be in
a given room node, inside a given container node, or behind
a given object node. HMS also includes a search procedure
that uses these likelihoods to take actions that will retrieve
the target object. The neural message model is trained using
a large number of procedurally generated 3D Scene Graphs,
created from realistic probabilities of objects to be stored
together in containers, and containers to be within rooms.
This process also generates realistic placements of object
models inside containers to generate training images (Fig. 1,
right).

In summary, the contributions of this work are:
• We introduce the problem of object search in organized
indoor environments with partially known layout information
and dynamically growing object information,
• We propose Hierarchical Mechanical Search (HMS), a
search procedure guided by neural message passing that can
be recursively applied on 3D scene graphs to jointly reason
across layers of the graph and from semantic and geometric
cues, which enables an agent to efficiently find target objects,
• We experimentally demonstrate that HMS significantly
outperforms baselines and ablations on 500 unique household
scene graphs unseen during training, which have 26 different
object categories and 164 unique object types.

II. RELATED WORK

Using real-world semantic statistics of objects to guide
search has been explored in the past, for example through
learning probable spatial relations between the target object
and other objects in the environment [5, 12–18]. More
recent approaches applied Deep Reinforcement Learning to
generate policies that search for a target using image inputs,
assuming access to object detectors. These works have typi-
cally embedded co-occurence statistics between objects into
graph structures that are converted into a vector using graph
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Fig. 2: Hierarchical semantic and geometric search: for a given
environment (top left) and a description of a target object (middle
left), the agent is tasked with reasoning about an associated 3D
scene graph (bottom) to reason about which containers (green
circles) the object is likely to be in as well as which objects (red
circles) it is likely to be occluded by, so as to move occluding
objects out of the way and make the target object visible (right).

neural networks [2–4, 19]. Surveys of these works can be
found in [5] and [20]. Differently, we integrate hierarchical
information of geometric and semantic cues, extracting the
statistics of object co-occurence directly from training data.
We also use the information differently: we actively guide
an agent to select the rooms and containers to search in as
well as the occluding objects to remove.

There are other approaches to guide robot manipulation
with the environment to try to make an occluded target
object visible. Most of these works reason about geometry in-
stead of semantics to infer the possible location of an object,
and decide what objects should be moved using graph-based
planning [21, 22] or POMDP planning approaches [6, 7]. We
do not plan based on detailed geometric models, but instead
leverage coarser hierarchical geometric information together
with semantic information to guide the search. Recent works
used neural networks to visually reason about piles of objects
and learn how to manipulate them with the objective of
finding a target object [1, 8, 23–26]. Different to ours, those
methods manipulate the pile and do not leverage semantic
cues. Our work most closely relates to Wong et al. [9]. They
presented a POMDP approach that reasons jointly over object
semantics and geometric properties to guide manipulation
actions. However, in our approach we do not assume a static
set of object types and instead learn to perceive how similar
an object is to the target text description, and also address
the problem of jointly reasoning over multiple layers of
information.

To model our problem, we extend the 3D Scene Graph
representation [11] (Fig. 2). While there are many approaches
for scene graph generation from images [27–29], our focus
is on leveraging an already-generated scene graph to guide
an agent in object search. Prior work has used similar graph
architectures to reason about possible location of objects.
Zhou et al. [30] presented a neural message passing method
to infer the most probable missing object in a 3D indoor
scene based on the visible objects. While our approach
also involves message passing on a scene graph, we apply
this differently to reason jointly over multiple layers of the
scene graph and about both semantic and geometric cues
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Fig. 3: The neural net architecture we use recursively to search for
a target object. Scene graph nodes are represented as circles, with
their colors representing the contents of their feature vectors. Trape-
zoidal shapes correspond to neural net layers. Message passing is
performed across neighboring layers in the graph, such that the
parent node’s feature vector is updated to reflect all of its children,
and the children’s nodes are updated to reflect their parent. As a
result, the model is able to jointly reason across layers of the graph.

information, and to guide mechanical search.

III. PROBLEM FORMULATION

In this work, we assume the search task to be de-
fined by a text description of the target object. Text de-
scriptions are unique characterizations of instances of a
class, e.g. garlic is an instance of class Veggies
and Krill_Oil_Pills_Blue an instance of class
Vitamins. We assume the environment to be composed
of two types of elements, containers and objects. In this
formulation, rooms, furniture, compartments inside furniture,
. . . are considered containers, which contain other containers
or objects. We also assume that the searching agent is
provided with prior information about the containers: the
house rooms and the furniture in each room (e.g. cupboards,
drawers, fridges, . . . ), along with their semantic class and
size. This is a realistic assumption, since the robot could just
first visit each room to acquire such layout information. To
make the problem more realistic, we assume that the content
of the containers (i.e. objects) is not known until the agent
decides to search them for the first time. Once a container
is searched, the agent receives an image of its content and
a simulated object detector will provide the class label
(not text description) and the corresponding image bounding
box around the objects that are at least 70% unoccluded.
Objects that are more than 70% are not visible until the
agent removes the objects occluding them.

When searching for a target object, the agent has two
types of actions that it can take: 1) explore a container, or
2) remove an object to reveal what is behind it. Moving to
a room, opening a cupboard, looking at a shelf or picking
an object are counted as individual actions. The goal of the
agent is to take the minimum number of actions to find the
target object in the environment. In this work, we do not
directly address the challenges of low-level robot control
for navigation, grasping and manipulation of the objects; we
assume the agent is able to move to desired locations and
move desired visible objects once it chooses to do so.

IV. HIERARCHICAL MECHANICAL SEARCH

We propose to represent the hierarchical structure of
containers and objects with their semantic and geometric

properties with a modified 3D Scene Graph [11]. Our 3D
Scene Graph (Fig. 2) represents the house’s rooms and
storage locations as nodes annotated with geometric and
semantic information: the sizes of containers and labels
indicating their semantic class (e.g. kitchen, fridge).
When a new container is explored and some objects in its
interior are found and perceived by the provided detector
(the ones that are at least 70% visible), we extend the Scene
Graph to include them and their information: their semantic
class (e.g. Veggies, Medicine, Hats), their normalized
size in the image (size of the detector’s given bounding box),
their normalized location in the image, and their appearance
(an RGB image cropped to primarily show the object).

We now need an algorithmic structure that can reason
on this hierarchical 3D Scene Graph and help the agent
decide on the most optimal next action to take to find the
target object. To address this, we introduce Hierarchical
Mechanical Search (HMS), a search procedure that is guided
by a novel neural message passing mechanism that enables
integrating information across levels (see Fig. 3). As part of
this, we create feature vectors for each of the nodes in the
graph (containers and objects) which can be used as input
to our neural message passing architecture. These feature
vectors should contain both the semantic and geometric in-
formation known about each node (Sec. IV-A). Then, we can
propagate this information across layers with the message
passing model and infer the probability of containers to
enclose the target, and of objects to occlude it (Sec. IV-
B). This model is optimized in an end-to-end supervised
fashion with a classification objective (Sec IV-C). After it
is optimized, the agent’s searching actions will follow the
HMS search procedure based on these probabilities output
by the model (Sec. IV-D).

A. Featurizing Node Information

Nodes in the scene graph include geometric and seman-
tic information of containers and objects. This information
needs to be “featurized”, or converted into a numeric vector,
f , to be used as inputs to our model and propagated among
levels of the graph to make informed decisions. Therefore,
we first compute a feature vector with the information of
each node, and of the target object, ft.

Semantic information in the form of language labels (i.e.
bedroom, fridge) is featurized using the corresponding
pre-trained 300-dimensional GloVe word vector [31]; word
vectors are known to encode semantic meanings, and so
aid in associating the target object’s description with the
appropriate containers and objects. The feature vector of the
target object ft is created by averaging the GloVe vectors
of all the words in its description. For containers, the Glove
vector is concatenated with their known volume.

In the case of objects, the information that needs to be
featurized includes their label, bounding box size, bounding
box location, and the RGB image of the object. We featurize
the label in the same way as done for containers, and con-
catenate it to the normalized center coordinates and size of
the bounding box. To be able to reason about the appearance



of the object, we use the bounding box coordinates to obtain
an image of the object and crop it to show the object with
some of the container surroundings around it in the container
also visible. For extracting features from this image, we
fine-tune the resnet-18 Convolutional Neural Net [32] from
weights pretrained on the ImageNet classification task [33],
after replacing its final layers with two randomly initialized
fully connected layers that output a 256-dimensional vector
that can be trained for our task.

Lastly, all vectors are processed by two fully connected
layers to obtain final feature vectors of the same dimension
of 100 for containers, the target, and non-target objects.

B. Neural Message Passing Model

Given the scene graph and the feature vectors of nodes and
the target object, we propose a single neural net architecture
that can be trained to evaluate each container for whether
it contains the target object, and each detected object for
whether it is occluding the target object. To evaluate a
single container in a way that makes use of information
about subsequent layers in the graph (e.g. its contained
objects), we utilize neural message passing, a technique for
neural-net based reasoning on graph structures that propagate
information between nodes. Message passing is a better
choice for our problem compared to other forms of learning
on graph structures because it can be applied on dynamically
changing graph structures, and on graphs of different sizes
and depths.

Our message passing mechanism is depicted in Fig. 3
and summarized as follows: first, we combine the parent’s
(a container) feature vector, fp, with the feature vectors of
each of its n children nodes (other containers or objects),
fc1, . . . , fcn, by concatenating them, and further process the
combinations with learnable fully connected layers. This
results in a new set of children vectors, f ′c1, . . . , f

′
cn, that

contain information about both the parent and the child.
These new vectors with parent information are stored as
the child’s new feature vector to use in later processing. All
of the new child vectors are aggregated via averaging, and
a new parent feature vector, f ′p, is made by averaging the
original vector with the aggregated parent-child vector. The
updated parent feature vector combines the information of
the parent and its children (e.g. both a room and all the
containers within it).

The new parent feature vector, or the stored feature vector
of a leaf object node, is combined with the target object’s
vector, ft, by element-wise multiplication. This combined
representation encodes information about both the candidate
node and the target. The combined vector is passed through
three fully connected layers, followed by a sigmoid acti-
vation. The final output, p, a value between 0 and 1, is
optimized to predict the likelihood of the target object to be
in the considered container, or behind the considered object.
While different classification layers are trained for evaluating
containers and objects, the architecture is exactly the same
for both, resulting in a recursive repeating pattern at each
parent-child level of the 3D Scene Graph hierarchy.

C. Model Optimization
In order to utilize the model for search, it needs to be

trained to output correct probabilities, p. We will train our
neural message passing architecture using a large dataset
of scene graphs of indoor environments with annotated
locations for target objects in a supervised manner. The
procedural generation of this dataset using annotations of
plausible object locations is described in Sec. V. At each
optimization step, the following process is followed:
1) We sample batches of scene graphs from the train dataset.
2) For each scene graph, we sample an occluded object and
set it to be the target object for that scene graph.
3) For each layer in each scene graph, we sample one node
having a positive label (i.e. a container that has the target
object, or an object that occludes the target object) and one
node having a negative label with respect to the target object.
4) We compute and store feature vectors for all sampled
nodes and their children.
5) The model computes probabilities p for all of sampled
nodes, starting with the top-most layer and proceeding to
the bottom-most layer. Computation has to proceed in this
way, since for a given parent node np, the updated child
representations f ′c1, . . . , f

′
cn are used as input to the model

when computing outputs in the children’s layer.
6) For each sampled node, we use its known positive or
negative label and the model’s output p to compute the binary
cross entropy classification loss.
7) We average all losses and optimize all model parameters
(resnet-18, “featurization”, message passing, and classifica-
tion layers) using the Adam optimizer [34] end-to-end.

D. Search Procedure
The above neural net architecture is used to guide a

procedure similar to greedy depth-first-search for finding the
target object. This is chosen over a variant of breadth-first-
search to mimic the manner in which an agent would explore
an environment, with the agent not being able to ’teleport’
and therefore exploring all or most of a given container
before proceeding to the next most promising option.

The search proceeds in the following way: starting at the
top-most layer of the graph, we separately evaluate each node
for whether it is likely to contain the target object. We then
sort the nodes by the model’s output, and search each one in
turn by evaluating how likely its children nodes are to contain
or occlude the target. Each child node is evaluated using the
same message passing procedure as in the first layer, with the
childrens’ starting feature vectors, f ′c1, . . . , f

′
cn, carried over

from the message passing step done with the parent. Once
evaluated, the children nodes are again searched in sorted
order, until they are all explored and the search reverts to
the next node in the layer above. For containers, “search”
means deciding which of the containers or objects within
that container to search, whereas for objects “search” means
moving the object out of the scene.

An issue of the above approach is that it would search
nodes even if the model gives them a low probability p of
containing or occluding the target object. So as to avoid this,



for all nodes if p is lower than a threshold T , the node is not
searched but rather skipped. The value of T starts the same
for all nodes, but can be updated during the search so as to
prevent the correct nodes for finding the target object from
never being searched. This update happens whenever a node
is skipped, at which point the value of T for all subsequent
nodes in that layer is set to to the value of p of that node. If
the target is not found the first time all top-level nodes are
either searched or skipped, the procedure restarts with the
updated values of T and removed objects from the previous
iteration being preserved. Thus, nodes can be revisited if
initially skipped, and this procedure is therefore guaranteed
locate the target object. Once the target object is successfully
seen, the search is finished.

V. GENERATION OF PLAUSIBLE SCENE GRAPHS

To train and evaluate HMS, we generate 1500 scene
graphs with plausible placements of storage locations within
rooms, and dense placements of semantically related objects
that may occlude the target on shelves. Existing simu-
lation environments for evaluating search and navigation
tasks [35, 36], and annotated 3D Scene Graphs from real-
world buildings [11] both lack annotations for object storage
locations and lack dense object arrangements with object
occlusion. Thus, we propose a procedural generation process
for creating synthetic but realistic scene graphs.

We propose that scene graph generation must produce
plausible and varied hierarchies with dense placements of
semantically related objects. For example, in plausible and
varied hierarchies, there is usually a fridge in the kitchen,
but sometimes also a fridge in the garage or in rare cases a
fridge in the living room. These hierarchies need also have
semantic clusters, in which objects are stored in containers
together with semantically related objects, with some con-
tainers having two or more groups of related objects (e.g. a
pantry having coffee and tea products on one side of a shelf,
and protein products on the other side of the shelf).

To address the need of having plausible but varied hierar-
chies of containers, we focus on a hand-picked set of room
and storage location types and manually set the probabilities
of each storage location occurring in every type of room
(e.g. a fridge is most likely to be in the kitchen, but has
some probability of being in the living room). Concretely,
our procedure makes use of 7 room types (living room,
closet, bedroom, garage, bathroom, closet) and 4 storage
location types (fridge, cabinet, shelves, pantry). Since the
same storage type can be in multiple rooms (e.g. shelves
in both the bedroom and bathroom), this results in at most
47 = 16384 possible combinations. Thus, to create many
plausible but varied scene graphs we sample storage location
placements from this distribution. We also associate each
storage location with specific 3D models so as to have a
known volume and number of shelves.

To address the need of having plausible and dense place-
ments of semantically related objects on the shelves of
storage locations, we utilize a second procedural generation
method. First, we manually curate 3D object models and

categorize them into distinct groups based on their semantic
identity. We also annotate each model with a probability
per stable orientation for placements on a support surface, a
text description (e.g. “Handmade Brown Hat”), and a class
label (e.g. “Hat”). Each of the groups is annotated with the
probabilities of being in a given storage location. Lastly, to
place objects inside of containers we use the PyBullet [37]
physics simulator to sample collision-free positions for all
objects by sequentially dropping them and waiting for them
to come to rest on a given shelf. To generate realistic-looking
RGB images, we use the iGibson renderer [36].

We consider a single scene graph as the hierarchy of
containers and the associated placements of objects within
each storage location. Due to the variety of possible ways
to assign storage locations to rooms and place objects on
shelves, this procedure can generate a large number of
plausible but varied scene graphs. We use this procedure as
the basis for our experiments.

VI. EXPERIMENTS

We evaluate HMS on 1500 synthetic scene graphs
(Sec. V), and analyze its performance to address the fol-
lowing questions:
• How well does our approach perform object search?
• To what extent does integrating information across differ-
ent levels of the scene graph guide our model?
• To what extent does our model leverage the visual input
of objects to decide on occlusion probability?
• Does our model correctly prioritize semantically and geo-
metrically appropriate objects when evaluating occlusion?

Experimental Setup: For our object set, we curate 135
3D object models from the Google Scanned Objects set [38],
and 29 3D object models bought online, and group these
models into 26 categories such a fruits, dairy products,
hats, board games, etc. We use the same object models
when generating both train and test scene graphs. Each non-
empty shelf of a storage container has either 1 or 2 object
categories and between 4 and 15 objects placed in plausible
arrangements that often result in semantically related objects
occluding each other. We generate 1000 unique scene graphs
for training and 500 unique scene graphs for testing; train
and test scene graphs have slightly different probabilities
of container and object placement. When sampling target
objects during training, we hold out 26 objects (1 from each
category) to use as a search target at test time. We implement

TABLE I: Accuracy Results

Container Accuracy Object Accuracy

Word Vector Similarity* 75 56
Nearest* - 64
Largest* - 69
Most Likely* 82 -
HMS, Object Context Vector 90 69
HMS, No Message Passing 76 89
HMS, No Object Label 91 86
HMS, No Object Image 94 75
HMS 92 89
Average classification accuracies on the entire test set of scene graphs. Values are
rounded to nearest integer. *has access to information not available to our model



TABLE II: Search Efficiency Results

Oracle* (1)RND (4)NR* (5)LR* (6)CV HMS

Oracle* 4.3 7.4 5.8 7.0 7.3 5.4
(1)RND 72.5 76.8 81.0 75.0 79.2 73.5
(2)WV* 55.7 57.7 58.4 57.6 57.7 60.9
(3)MS* 15.3 17.2 16.0 17.5 18.5 15.6
HMS 13.6 14.5 14.3 15.6 16.2 13.8
Average test scene graph action counts (# containers searched + # objects
moved). Rows correspond to container selection method, columns correspond to
object selection method. *has access to information not available to our agent

our model using the Pytorch framework [39], and train for 50
epochs of 100 batches, sampling 10 scene graphs per batch.

Baselines and Ablations: We compare to a set baselines,
which all output a value in [0, 1] instead of p:
1) Random (RND): a uniformly random value in [0, 1]
2) Word Vector Similarity (WV): the cosine similarity of the
node word vector features and those of the target object.
3) Most Likely (MS): the ground truth probability of a
container having the class of the target object, as used in
the procedural generation of scene graphs.
4) Nearest (NR): how near the object is to the camera,
normalized so that the farthest object on a shelf has a value
of 0 and the nearest a value of 1.
5) Largest (LR): the size of the object, normalized so that
the smallest object on a shelf has a value of 0 and the largest
has a value of 1.
6) Object Context Vector (CV): similar to [4], each object
is associated with a 5-dimensional “context vector” which
contains its bounding box information and word vector
similarity to the target. We train a new model for which
each object input representation is a context vector, and the
model is otherwise the same as that of HMS.

We also evaluate ablations of the model: no object labels,
no object images, and no message passing.

Metrics: We focus on two metrics: classification ac-
curacy and search efficiency. Classification accuracy is the
measure of how often our model’s classification network
correctly predicts whether a container has the target object
or an object occludes the target object. Different to this,
search efficiency refers to the number of actions our approach
requires to find the target object within a scene graph.
Every decision with regards to a container or object is
counted as one action. Because search involves reasoning
about both containers and objects, we evaluate the search
efficiency metric in terms of each possible combination of
how containers are chosen and how objects are chosen. For
search, the value of T is set to 0.1 initially for all nodes.

Results: Results in Table I suggests that the HMS
approach outperforms baselines and ablations in accuracy by
correctly predicting containers and occluders of the target
object. Further, it relies on the image input for occlusion
predictions. Due to the higher accuracy in predictions, an
agent using HMS finds the target object with significantly
fewer actions when compared to the baselines (Table II).
While the average action count is higher than that of the
oracle policy, this is primarily due to outlier scene graphs
that require large action counts (Fig. 4). These scene graphs
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Fig. 4: Percent of test set searches that succeeded in finding the
target object in at most x actions, for different search policies.
HMS can find objects with significantly fewer actions compared
to the baselines. The ’Word Vector’ policy does object selection
randomly.

have rare container placements that are underrepresented in
the training set.

HMS usually correctly combines semantic and geometric
cues to select the correct occluding objects, but is occasion-
ally incorrect. Fig. 5 shows qualitative examples. However,
flawed occlusion classification does not strongly effect search
efficiency; the incorrect choice of container results in most
of the unnecessary actions in searches.

Fig. 5: Qualitative examples of correct and flawed outputs by HMS.
Yellow bounding boxes correspond to the visible portion of the
target object, and greener bounding boxes correspond to higher
model estimates that the object is occluding the target object. (left)
Good predictions with target object canned capers: the model
picks the more semantically relevant objects, despite the larger
unrelated dairy products. (middle) Good predictions with target
object hair product: the geometrically and semantically likely
objects are preferred. (right) Flawed predictions with target object
nescafe coffee: the products on the right are similarly scored
as the more semantically relevant products on the left.

VII. CONCLUSION

We presented Hierarchical Mechanical Search (HMS), an
approach to search for a target object in organized indoors
environments leveraging prior information about the layout
of the environment in the form of 3D Scene Graphs, and
reasoning jointly about semantics and geometry. Through a
novel neural message passing architecture trained on 1000
3D scene graphs, and a novel search procedure, HMS recur-
sively reasons across layers of the graph to help an interactive
agent to find a target object specified with natural language
descriptions. Evaluation on 500 3D scene graphs with dense
placements of semantically related objects shows that HMS
is significantly superior to several baselines at finding objects
efficiently. In the future, we will work to make a non-
synthetic dataset for this problem, evaluate HMS in real
indoor environments, and extend HMS with low level control
implementations for the desired navigation and manipulation
actions on containers and objects [1, 23, 40].
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