2104.10067v1 [cs.RO] 17 Apr 2021

arxXiv
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Abstract—1In this paper, we propose a robust end-to-end
multi-modal pipeline for place recognition where the sensor
systems can differ from the map building to the query.
Our approach operates directly on images and LiDAR scans
without requiring any local feature extraction modules. By
projecting the sensor data onto the unit sphere, we learn a
multi-modal descriptor of partially overlapping scenes using a
spherical convolutional neural network. The employed spherical
projection model enables the support of arbitrary LiDAR
and camera systems readily without losing information. Loop
closure candidates are found using a nearest-neighbor lookup
in the embedding space. We tackle the problem of correctly
identifying the closest place by correlating the candidates’
power spectra, obtaining a confidence value per prospect. Our
estimate for the correct place corresponds then to the candidate
with the highest confidence. We evaluate our proposal w.r.t.
state-of-the-art approaches in place recognition using real-
world data acquired using different sensors. Our approach
can achieve a recall that is up to 10% and 5% higher than
for a LiDAR- and vision-based system, respectively, when the
sensor setup differs between model training and deployment.
Additionally, our place selection can correctly identify up to
95 % matches from the candidate set.

I. INTRODUCTION

Place recognition in mobile robotics with heterogeneous
sensory systems are particularly challenging for current vi-
sion and laser-based place recognition systems. Many of the
existing approaches are often tailored to a specific LIDAR or
camera and often do not generalize well to another system
with different resolutions, variations in densities, or camera
lenses. Furthermore, the problem becomes significantly more
challenging for learning-based methods when the employed
sensors are switched between training and testing or building
and querying a map.

Such scenarios are especially crucial for autonomous ve-
hicles as it enables building a generic model using high-
performance sensors and test on manufacturer-specific, low-
cost sensory systems. Consequently, allowing manufacturers
to freely choose the employed sensors and decrease their
production costs using lower fidelity sensory systems. Addi-
tionally, heterogeneous models would remain applicable even
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Fig. 1. 'We propose a place recognition pipeline that combines, but is not
limited to, the output of a LiDAR scan and multiple cameras. Furthermore,
the outcome of our pipeline yields a confidence value for the place matching.

when the hardware is upgraded and would not be specialized
for a specific year or vehicle generation. However, it is
common for state-of-the-art place recognition systems to
simplify the problem by assuming the same sensory system
for training and testing as it is further, in many cases, in-
herently impossible to change sensor configurations without
degradations once a model is learned. Moreover, a robust
and reliable place recognition is often not achieved through
a single sensory system, e.g., GNSS-based localization is
insufficiently accurate in various scenarios due to multipath
effects. Image-based place recognition systems are prone to
degradation when the data contains viewpoint and illumina-
tion changes and, further, commonly do not support multi-
camera systems very well. Similarly, several LiDAR-based
place recognition systems require computationally expensive
preprocessing steps, e.g., ground and noise removal, and
typically suffer from degraded performance with rotated
scans from the same scene. Despite these challenges, the
current state-of-the-art either addresses the vision- or laser-
based place recognition problem and do not take advan-
tage of their complementary nature. Visual sensors provide
descriptive appearance information about the environment,
whereas LiDAR sensors are useful to measure the range
accurately and, when combined, can increase the robustness
of localization or place recognition systems. Regardless of
the employed sensors, most place recognition algorithms can
only reliably retrieve the correct place when considering a
high number of potential candidates. Thus, making outlier re-
jection algorithms or additional filter steps a critical require-
ment. While most of the currently proposed solutions rely
on a single modality per network, our approach combines
multiple modalities in a single network and forward pass.
The employed spherical projection model seamlessly allows



supporting high field-of-view systems without introducing
distortions. In more detail, we use a spherical Convolutional
Neural Network (CNN) [1]-[3] to learn an embedding opti-
mized for place recognition taking the projected sensor data
as input (cf. Figure [I). We retrieve loop closure candidates
using a nearest neighbor search in the embedding space.
Furthermore, we estimate each candidate’s power spectrum
and perform a correlation in the spherical harmonic domain
to find the best match between all retrieved candidates. In
summary, our contributions are

o An end-to-end pipeline for place recognition using a
spherical projection of cameras and LiDARs.

o A probabilistic voting framework for finding the correct
match given a set of potential candidates.

We conduct a detailed evaluation of several heterogeneous
place recognition scenarios and sensor setups.

II. RELATED WORK

This section reviews the current state-of-the-art vision-
and LiDAR-based localization and place recognition systems
related to our pipeline, where we begin with individual
solutions and then conclude with multi-modal approaches.

A. Visual-based Approaches

Many traditional visual place recognition systems follow
the traditional bag-of-words paradigm, where aggregated
local descriptors (e.g. SIFT and SURF) represent an im-
age or place [4], [5]. However, learning-based solutions
have significantly boosted the field [6], [7] in recent years.
Siinderhauf et al. [8] and Chen et al. [9] describe multiple
spatial regions using CNN features for place recognition.
The work of Hausler et al. [10] proposes a novel fusion
of image processing methods for increased robustness and
performance. PoseNet [11] is an end-to-end learning system
for global localization, whereas NetVLAD [7] learns end-to-
end a global descriptor for place recognition using a VLAD
layer.

Furthermore, since many robotic scenarios inherently con-
tain different appearances between map and query images,
a significant amount of work tackles seasonal and viewpoint
discrepancies to avoid degradation [12], [13].

Our proposed approach also learns a representation in an
end-to-end manner but does not solely rely on visual images
but also takes LiDAR scans as an additional input.

B. LiDAR-based Approaches

Although visual localization approaches are more mature
than their LiDAR-based counterparts, the latter can outper-
form visual systems due to their illumination-invariance and
360-degree field-of-view. Early advances in LiDAR-based
localization and place recognition explore point histograms
over the whole cloud [14], [15]. However, histograms are
inefficient under partially overlapping pointclouds, where
they differ.

Here as well, learning-based approaches have gained
tremendous success in recent years. Dube et al. [16] propose

that with the accumulation of multiple LiDAR scans to in-
dividual segments it can learn a more distinctive description
of the environment. The use of attention networks for place
recognition was proposed by Zhang et al. [17] to reweight
local feature points. The work of Du et al. [18] proposes
a relocalization pipeline to extract local descriptors, a score
map, and a global descriptor in a single forward pass.

Several other approaches utilize a projection to the 2D
Euclidean domain and consequently rely on 2D CNNs [19]-
[21]. LocNet [19] learns a rotation-invariant global descriptor
of pointclouds using histograms per scan line. Uy et al. [22]
propose a NetVLAD layer for description on top of Point-
Net [23]. Recently, Chen et al. [20] propose an end-to-end
learning approach, which additionally evaluates the matching
based on the overlap. Some other global LiDAR-based local-
ization approaches additionally utilize the returned signal’s
strength (intensities) and have shown improvements to the
localization quality [20], [24], [25].

While LiDAR-based approaches typically perform well
in confined environments, their performance often suffers
in wide open areas, due to the limited amount of returned
beams. Consequently, the combination of multiple modalities
on a fundamental level is paramount to design a robust and
reliable place recognition system for arbitrary environments.
Thus, our approach aims at combining the visual and LiDAR-
based place recognition into a single pipeline.

C. Multi- and Cross-modal Approaches

Recently, there is great interest in robotics to perform
multi- or cross-modal place recognition and localization. In
the work of Ratz et al. [26], a multi-modal descriptor was
learned by fusing the embedding of a NetVLAD and of
LiDAR segments [16] using fully connected layers. Xie. et
al. [27] presented an end-to-end approach with an image and
pointcloud fusion to learn a multi-modal descriptor.

The work of Cattaneo et al. [28] and Caselitz et al. [29]
deal with the task of localizing visual data on LiDAR maps.
Feng et al. [30] deals with the extraction of descriptors of
images and LiDAR patches in a metric learning approach.

Inspired by these findings, we propose an end-to-end
place recognition pipeline that combines vision and LiDAR
sensors. Both modalities are projected onto the unit sphere
and are given as an input to a spherical CNN [1]-[3]. As a
result, our network learns a global descriptor directly from
the input modalities and does not require any local feature
extraction modules.

III. METHOD

This section describes the core components of our place
recognition framework (cf. Figure . First, we discuss the
spherical projection model and how the modalities are com-
bined. Second, we explain the spherical CNN architecture
that takes the spherical signals as input and learns a global
descriptor. These two parts form the map building stage of
our proposed methodology. Finally, we describe our spectral
analysis-based candidate selection and matching process.
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Fig. 2. Overview of the proposed place recognition framework. Spherical projections of multiple images and a LiDAR scan serve as input for a spherical
CNN. The network learns to differentiate places through a global representation of the input modalities. The nearest neighbors are transformed using a
spherical Fourier transform (S2F), fused, and then correlated. The correct place corresponds to the neighbor with the highest confidence in the correlation
to the query. The related equations referenced by the components are discussed in Section m

A. Data Representation

Overall, our approach utilizes multiple camera images and
LiDAR scans to learn a global multi-modal descriptor of all
modalities. Although we only use two modalities (camera
and LiDAR) in this work, our approach is not limited to these
and can readily be extended to include more. We start by
combining all modalities into one single joint representation
to create an input feature vector for our network.

Since our pipeline’s core component is a spherical CNN
that takes arbitrary square-integrable functions on the two-
dimensional hypersphere S? as input, we project all modal-
ities onto the sphere. In addition, the spherical CNN re-
quires discrete equiangular samples and generally the input
has to comply with Discroll and Healy’s (DH) sampling
theorem [31]. Hence, we uniformly sample the projected
modalities using an equiangular DH grid by performing a
k-nearest neighbor lookup of the sampling points.

Generally, the DH grid is defined as a 2B x 2B sampling
grid, where B is the spherical bandwidth which controls
how dense the sphere is sampled and the discretization of
the spherical spectrum. Using B = 100, we define a DH
grid in a common base frame enabling us to combine all the
individual modalities. The constructed equiangular sampling
grid in the base frame is then projected into each sensor’s
local frame to sample the modality using each projected
point that falls within the sensor’s field-of-view. For camera
images, this corresponds to the photometric pixel value, and
for LiDAR scans, we sample the range and intensity values.
Multiple sensors per modality (e.g. multiple cameras) use
the same sampling grid such that overlapping regions can
be averaged when sampled. Regions that do not have a
corresponding measurement are set to zero. Finally, in the
base frame, we combine all samples in our input feature
vector C' € R3*200x200 comprising photometry, range, and
beam intensity and forward it to the spherical CNN.

B. Spherical Convolutional Neural Network Architecture

We utilize a spherical CNN [1]-[3] to learn a unique
embedding of the multi-modal input data. As the work
of Cohen et al. [1] and Esteves et al. [2] have shown,
spherical CNNs work very well for several classification
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Fig. 3. Detailed network architecture used to train our place recognition
pipeline. Each training triplet Cq, Cp and C,, is passed through a duplicated
network with shared weights.

tasks, especially when dealing with rotated data. Notably,
for LiDAR-based systems, loop closure candidates can have
arbitrary rotations between them, making spherical CNNs
a good fit. Furthermore, several modern LiDAR systems
leverage a high field-of-view resulting in high distortions for
planar projection models. In contrast, spherical projections
ideally model the nature of a rotating LiDAR and do not
introduce any distortions into the projected pointcloud.

Our network architecture consists of 900k parameters, five
convolutional and three fully-connected layers (cf. Figure 3).
The first layer performs a convolution over S2, whereas the
remaining four convolutional layers act on SO(3) to preserve
the convolution’s equivariance property [32]. Moreover, after
each convolution, we apply a PReLu [33] activation func-
tion followed by a three-dimensional batch normalization
(BN3D). After all convolutions, we integrate over SO(3)
and feed the result into our network’s final three fully
connected layers. Between the fully connected layers, we
employ dropout layers with a probability of 40 %. Finally, the
outcome of the network will be a 256-dimensional descriptor.

We approximate a function 1 that maps our input C' to
a unique embedding ¥ (C') optimized for place recognition.
Thereby, we employ a metric learning approach to learn a
compact descriptor using a triplet network setup. Conse-
quently, each training sample comprises an anchor C,, a
positive C}, and a negative C,, sample. A positive sample



represents a spatially close area to the anchor, whereas a
negative sample is a place with no or minimal overlap w.r.t.
the anchor. The loss is defined to pull positive matches
closer and negative matches further away in the embedding
space [34], i.e.

1 N
% 3" [I8(Ca) = 9(Cll, -

+NZ[||w<c ) = (Gl — 7 ()

where [z]; = max(0,z), N the number of triplet samples
and 7 = 2,79 = 0.2 denote the margins in the embedding
space. We employ a stochastic gradient descent and reduced
the initial learning rate to 0.0046 to ensure stable conversion.
Furthermore, we use a batch size of 13 samples for the
optimization as this is our maximum GPU allowance.

During the map building step, a KD-tree with an Ly norm
of the learned descriptors serves as map representation. The
initial step for the place recognition is to perform a k-nearest
neighbor search given a query descriptor. Next, we retrieve
the corresponding equiangular feature vectors and perform a
cross-spectral analysis between each of the nearest neighbors
and the query to find the correct match.

14(Ca) = 9 (Cn)lly + 7]

s

C. Spectral Analysis and Voting

In this step, we seek to identify the correct place from a set
of k-nearest neighbors and reject all outliers. Each neighbor
is transformed to the spherical harmonics domain where we
fuse the modalities, correlate the fused spectra with the query,
and finally evaluate the correlation.

In more detail, this process performs a cross-spectral
analysis given the spherical harmonic coefficients of each
neighbor in the spherical harmonic domain. Therefore, we
first perform a spherical Fourier transform of each neighbor
and each modality using the equiangular feature vectors.

Generally, any arbitrary function f € L2?(S%) can be
expanded in the base of the spherical harmonics, i.e.

w) = Z Z EmYlm(w

1>0 m<lI

2

where E is the spherical Fourier transformed signal and Y,
are the so called spherical harmonics of degree [ € Ny, order
m € [0,1] € Ny and form an orthonormal basis over L?(5?).
For details on the spherical Fourier transform, we refer to the
seminal work of Kostelec et al. [35].

Before performing the spectral analysis, we create a fused
spectrum by combining each of the transformed modalities.
Thereby, we compute the spectrum of each modality and
select the modality’s coefficient for the fused spectrum with
the highest local power per degree [36]. The fused spectrum
serves then as an input to the remaining part of the pipeline.

The correlation of two functions yields a measure of how
strongly two functions are related and forms our basis for
finding the correct match. Therefore, at this point we estimate
the power spectrum for each candidate and query. Generally,
the power spectrum S~~ of a function f is defined as the

integral of f squared over the spherical space. Concretely,
for a given degree [, the power spectrum of f is given by

l
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where F™* is the complex conjugate of F. Similar, the cross
power spectrum of two arbitrary functions f and g is defined

by l
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Given the global power S, S35 and the cross-power Sz

spectra, we define the correlation ) of two functions f and

g for degree [ as
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The correlation in eq. [5] forms the fundamental theory of a

global spectral analysis in the spherical harmonic domain.

Generally, a traditional, global Fourier cross-spectral anal-
ysis is often biased in terms of larger variances due to
leakage. Thomson’s pioneering work [37] proposes an ap-
proach for alleviating biases by using multiple localized
windows (tapers) to relate to the global spectrum. The
main idea is to average a set of direct spectrum estimators
using pairwise orthogonal tapers resulting in a less biased
estimate of the power spectrum. Generalizing the theory of
the Cartesian multitaper analysis to the sphere [38], [39]
enables our approach to examine the place candidates based
on their cross-spectral energy. For a detailed derivation of the
spherical tapers, we refer the interested reader to the work
of Wieczorek et al. [38], [40].

Initially, we create a set of tapers hq, ..., h, to use during
the complete candidate voting process. We first calculate the
spectra S, Sg5 and S, using eq. [3[and eq. E} respectively.
Next, for each taper h;, we calculate the respective windowed
version of the global power spectra and cross-spectrum [40].
Subsequently, using the windowed spectra, we compute the
correlation @ as in eq. |3| for each h;. The average over all
correlations yields our measure on how related the query and
the candidate are.

As a final step, we infer a confidence value based on
the averaged correlation. Generally, the candidate with the
highest total confidence is selected as the final estimate for
the robot’s place. The probability that two functions correlate
is expressed as bivariate normal distribution [41] using the
correlation coefficient Q(1), i.e.

Gl(Q7 1) = Q(l)
Gi(Q,1) = Q-1+ Q(I)(1 —

(&)

l 11—[22—1-

Analogous to a standard Fourier transform, most of the
transformed signal’s energy is concentrated in the lower
bands. Hence, we solely utilize the first 15 spherical har-
monic degrees to evaluate a correlation coefficient in eq. [j]




and consequently, the confidence using eq. [6] The resulting
confidence values are converted to z-score values using the
inverse of the Cumulative Distribution Function (CDF) of a
normal distribution. In more detail, given a confidence value
g € [0,1] we infer the z-score s, using

5= 0! (1(;9)) , (7)

where @ is the CDF of A/(0,1). The z-score down-weighs
correlations with less than 50 % and up-weighs correlations
with more than 50 % confidence. We accumulate the z-scores
for each degree [ and the maximum of the accumulated
values represents the place with the highest confidence based
on the correlation and consequently our best match.

Thus, the spectral analysis and place voting constitutes our
proposed place recognition pipeline.

IV. EXPERIMENTS

This section evaluates our proposed spherical place recog-
nition pipeline denoted as S?Loc using different sensory
systems and environments. First, we discuss our used sensor
setup and the data generation process. Then, the experimental
evaluation of the learned descriptor and our proposed spectral
place voting are presented.

We compare our approach to two current state-of-the-
art solutions: NetVLAD [7] for image-based place recogni-
tion and OverlapNet [20] for laser-based place recognition.
NetVLAD was set to treat each image independently for
multi-camera datasets, and we configured OverlapNet to get
the same information as our network, i.e., to use range and
intensity information solely.

A. Sensor Setup and Data Generation

Generally, for each test environment, we created a global
multi-session map from multiple runs and jointly optimized
it using constraints from visual landmarks, LiDAR scan-to-
scan matches, and RTK GPS. Our high-fidelity (HF) sensor
setup comprises an Ouster OS-0 with 128 beams (131072
points per scan) and four 0.4 MP global shutter grayscale
cameras (two forward, one to each side). The low-fidelity
(LF) setup contains an Ouster OS-1 with 64 beams (65535
points per scan) and a single forward-facing 0.4 MP global
shutter grayscale camera.

As discussed in Sec. our triplet network approach re-
quires three samples per training input, an anchor, a positive
and a negative sample. Positive candidates for training are
extracted using a proximity search on the individual poses.
Precisely, we extract positive intra- and inter-mission poses
for each pose if their Euclidean distances are less than 5 m.
Similar, negative training candidates are extracted with a
Euclidean distance of 6-20 m. Furthermore, we avoid clusters
in the training and test data by constraining each sample
to be at least 10 cm away from each other. OverlapNet and
NetVLAD were given the same training data as our network.

Moreover, the data used for training and testing comprises
an outdoor and indoor environment. Both environments were
recorded with both sensor configurations using a handheld

device [42]. The recordings of the LF and HF setup are
roughly one year apart for both datasets.

Outdoor environment. We utilized a search and rescue
testing facility (cf. Figure[I)) that includes several multi-floor
buildings, urban-like streets, and collapsed structures. The
training, test split was 8 km/2 km and 2 km/1 km for the HF
and LF map, respectively. Additionally, we ensured that the
training and test data was not recorded on the same day.

Indoor environment. In total, the data covers 1km of
recordings in a building and is solely used for cross-modality
tests, i.e., a HF map and LF queries. This data is never used
for training.

Evaluation metric. We use the recall@n metric as the ba-
sis of our evaluation and comparison to the other approaches.
Here, n refers to the number of nearest neighbors (database
candidates) retrieved during the lookup, and recall refers
to the correctly identified places w.r.t. the whole map. For
OverlapNet, we created a pointcloud map and retrieved the
top-n candidates in terms of their highest overlap.

B. Descriptor Lookup

This section investigates the accuracy and precision of our
learned descriptor. Specifically, for a given descriptor map,
we perform a nearest neighbor lookup and consider it as
successful if one of the neighbors is within 5m of the query
sample.

Descriptor matching. This experiment aims to validate
our descriptor’s effectiveness when employing it on the same
and different hardware from the outdoor environment (cf.
Figure ). In concrete, we compare different train and test
configurations to validate the effectiveness of our multi-
modal descriptor and show its versatile applicability. The
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Fig. 4. Recall of the descriptor lookup in the outdoor environment. Each
test set comprises 3000 places. The parentheses denote the used sensory
system for training and testing, i.e. (train/test).

test data is randomly sampled and contains arbitrary large
rotational differences between map and query, making the
LF data particularly hard for NetVLAD as there was only
one camera used. As a result, NetVLAD’s recall is com-
petitive for less nearest neighbors but does not improve
drastically for a higher number of retrievals. Furthermore,
the data’s diversity results in many samples exceeding our
success threshold but are still within high overlap to several
queries. Consequently, OverlapNet’s recall results in a steady
improvement with the number of retrieved neighbors. Our
approach benefits from both modalities and, especially for
more neighbors, generalizes well on the different sensory
systems. The visual data improves the retrieval when the Li-
DAR does not have reasonable good beam returns. Similarly,



the LiDAR supports the retrieval when the visual counterpart
suffers greatly from viewpoint and illumination changes.
Moreover, our approach gains additional efficiency from
spherical CNN'’s rotational robustness, which we validate
next along with the fact that our approach also works well
with a single modality.

Descriptor matching on rotated samples. Next, we will
investigate the descriptor matching when the data is cor-
rupted with rotations. Generally, in place recognition, LIDAR
scans used to build and query a map can be arbitrary rotated
to each other. This experiment confirms that our approach
is resilient against arbitrary rotations by corrupting the map
with rotations around yaw. Figure [3] illustrates the evaluation
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Fig. 5. Evaluation of the descriptor lookup for the LiDAR-only case. The
map was built with artificially rotated pointclouds and queries remained
unchanged. Results are shown over a 1000 places with the recall@n metric.
The map was built and queried with the HF setup and both networks were
trained on HF data.

our spherical projection and the spherical CNN generalize
well on the rotated data and essentially account for almost
no degradation in the recall. In contrast, OverlapNet sig-
nificantly decreases with increasing yaw perturbations since
rotations around yaw result in shifts for planar projection
models. Next, we test the place selection part of our proposed
pipeline.

C. Place Recognition

This section solely evaluates our proposed cross-spectral
place selection algorithm that takes place after the descriptor
lookup. Like the previous experiments, we only consider
successful matches if the selected place from the z-score
voting is within 5m of the query location. However, we
limited the input to cases where at least one retrieved neigh-
bor is a correct match to evaluate solely the place selection.
Figure [6] shows the percentage of selected places greater than
5m w.r.t. the number of retrieved candidates. Our approach
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Fig. 6. Percentage of wrongly selected places per database retrievals using
our cross-spectral place selection described in Section@ The results are
shown for 2000 samples from the outdoor dataset.
considerably benefits from the descriptive information in the
visual data to distinguish the correct from the wrong places.

Next, we evaluate our place selection using the cross-
modal indoor environment where the sensors are switched
between building (HF) and querying (LF) the map. Figure
illustrates the percentage of the selected places grouped
by their distance to the query. The multi-modality and the
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Fig. 7. Distribution of the distances between the selected map places and
their respective queries using 13, 14 and 15 neighbors. The map was built
with HF and queried with LF sensors from the indoor dataset, whereas the
model was trained on the HF outdoor dataset.

correlation with less-biased spectrum estimates allow our
approach to successfully distinguish close places as we are
not computing correspondences but directly measure how
similar the candidate with the query is. Furthermore, with
only 15 neighbors, no place further than 11 m away was
selected.

D. Performance Evaluation

We run our proposed pipeline on an Intel Xeon E5-2640v3
and an NVIDIA Titan RTX. Figure [§] shows the execution
time per individual component. In total, a single sample takes
~300ms processing time for B = 100 when considering
1.06 ms for the KD-tree lookup and disregarding the time
needed to build the map.
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Fig. 8. Execution time in ms partitioned per component. All values are
averaged over a 1000 samples.

V. CONCLUSION AND FUTURE WORK

This paper presented a learning approach to multi-modal
place recognition using vision and LiDAR sensors. Our
approach operates end-to-end by projecting each modality
onto the hypersphere and using a spherical CNN.

We showed that our multi-modal descriptor improve the
state-of-the-art in place recognition, and more important, it
generalizes to different sensor systems, in terms of training
and deployment, and map building and querying. Addition-
ally, our method benefits from spectral analysis to efficiently
distinguish the correct place from the retrieved database
candidates.

We will continue our research in two directions. First, the
integration of semantic information (e.g. computed from the
image) as an extra modality to improve in the place recog-
nition task. Second, we will investigate a spherical decoder
to exploit our multi-modal spherical parametrization for the



actual task of semantic segmentation under heterogeneous
sensor coverages and sensor setups.
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