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A Data-Driven Approach for Contact Detection, Classification and

Reaction in Physical Human-Robot Collaboration

Martina Lippi1, Giuseppe Gillini2, Alessandro Marino2, Filippo Arrichiello2

Abstract— This paper considers a scenario where a robot
and a human operator share the same workspace, and the
robot is able to both carry out autonomous tasks and physically
interact with the human in order to achieve common goals. In
this context, both intentional and accidental contacts between
human and robot might occur due to the complexity of tasks
and environment, to the uncertainty of human behavior, and to
the typical lack of awareness of each other actions. Here, a two
stage strategy based on Recurrent Neural Networks (RNNs)
is designed to detect intentional and accidental contacts: the
occurrence of a contact with the human is detected at the first
stage, while the classification between intentional and accidental
is performed at the second stage. An admittance control strategy
or an evasive action is then performed by the robot, respectively.
The approach also works in the case the robot simultaneously
interacts with the human and the environment, where the
interaction wrench of the latter is modeled via Gaussian
Mixture Models (GMMs). Control Barrier Functions (CBFs)
are included, at the control level, to guarantee the satisfaction
of robot and task constraints while performing the proper
interaction strategy. The approach has been validated on a real
setup composed of a Kinova Jaco2 robot.

I. INTRODUCTION

Collaboration between humans and robots can envisage

the case of pure workspace sharing, in which human and

robot work on autonomous or coordinated tasks without

the need of physical contact, or of voluntary exchange

of forces to achieve a common goal. In both cases, the

human safety is the primary issue. However, while in the

workspace sharing case, the human safety can be achieved by

delivering proper collision avoidance strategies that prevent

unsafe contacts [1], [2], in the other case, safety requirements

are more challenging to meet being the exchange of forces

envisaged by the task itself (like in the case of kinesthetic

teaching [3]). Indeed, in the latter case not only intentional

contacts but also accidental collisions should be considered.

The two cases obviously require the robot to adopt different

reaction strategies. In particular, in the case of intentional

contact, admittance or impedance control are traditionally

employed, which confer a compliant behavior to the robot

structure through a mass-spring-damper model [4], [5]. On

the contrary, accidental collisions are representative of unex-

pected and dangerous situations, which need to be promptly

detected and handled by avoidance strategies like in [1].

However, in order to undertake a suitable reaction, it is first
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Fig. 1. Framework example: the human contact is detected and classified
(on the left) and the system reacts according to its nature (on the right), i.e.
intentional (top row) or accidental (bottom row).

required to detect the occurrence of a contact and, then, to

recognize whether it is intentional or accidental [6]. Contact

detection solutions often exploit the dynamical model of the

robot and joint torque sensors, as in [7], or motor currents as

in [8]. Other approaches, like the one in [9], leverage the dif-

ferent frequency characteristics of accidental and intentional

contacts to achieve classification in the frequency domain.

Additional solutions might also leverage proper artificial

skins for robots as in [10], [11].

Classical approaches, like the ones cited above, requires

thresholds to be manually tuned in order to take into account

sensor noise and different type of contacts, which results in

poor flexibility and robustness of the overall system. For this

reason, data-driven approaches have been devised in recent

years for contact detection and classification, due to their

flexibility and capability of handling the non-linearity and

variety of the human-robot contact. In [12], [13], Neural

Networks (NNs) are used to detect sole accidental collisions

on the basis of data coming from joint torque sensors.

The same objective is achieved in [14] by using a deep

learning approach which requires the tuning of a moving

time window. Finally, the study in [15] uses NNs to detect

also intentional contacts but limited to the upper and lower

parts of the robot.

This paper aims to devise an overall architecture where

the behavior of the robot is adjusted according to the type

of interaction between human and robot and the robot task.

The robot is endowed with the ability of autonomously

performing tasks, while the human operator is allowed to

work side-by-side with the robot to perform additional tasks

or to change robot configuration by physically interacting

with it. Therefore, similarly to the papers cited above and as
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depicted in Fig. 1, both accidental and intentional contacts

might arise and need to be detected and classified; this is

achieved adopting an RNN-based approach that only exploits

joint torque sensors and a localization system. Based on the

output of the RNN-based modules, an avoidance strategy

is undertaken in the case of accidental contact, while an

admittance behavior is enforced to the robot in case of

intentional contact.

With respect to existing approaches, the proposed solution

advances the state-of-the-art in the following aspects: (i) the

human-robot contact is detected and classified even in the

case the robot is in contact with the environment; this

is achieved without additional sensors and by resorting to

GMMs for modeling the contact required by the robot

task; (ii) a comprehensive control strategy is devised to

handle both type of contacts while taking into account the

contact point along the robot structure, the current task

and the robot constraints. The paper builds on our earlier

work [16] introducing the following main differences: (i)

the assumption about the knowledge of the contact point

along the robot structure has been removed thanks to the

introduction of a perception component; (ii) the reaction

module has been extended allowing the human operator

also to reconfigure the robot internal configuration; (iii) the

detection and classification modules have been validated

considering different users not involved in the training of

the NNs; (iv) the approach has been entirely validated on

a real-world setup composed of a Kinova Jaco2 performing

different tasks, and a vision system.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Robot model

The following dynamical model is assumed for the robot

M(q)q̈ + c(q, q̇) + g(q)=τ+ τT + τh (1)

where q ∈ R
n is the joint position vector, τ ∈ R

n is the

joint torque vector; M (q) ∈ R
n×n is the symmetric positive

definite inertia matrix, c(q, q̇) ∈ R
n×n is the centrifugal

and Coriolis terms vector, g(q) ∈ R
n is the gravity terms

vector, τT = J(q)ThT is the torque vector induced by the

interaction hT ∈ R
6 with the environment to carry out a

given task T , with J(q) ∈ R
6×n the Jacobian matrix at the

end effector, τh = JP (q)
Thh is the torque vector induced

by the human wrench hh ∈ R
6 exerted at a generic point

P along the robot structure, with JP (q) ∈ R
6×n the robot

Jacobian matrix at this point.

We assume that the robot is able to track a joint space

reference trajectory qr(t) ∈ R
n, i.e. qr ≈ q. Note that

such an assumption is commonly verified with off-the-shelf

robots, for which built-in low-level controllers are integrated

that generate the torque input τ in eq. (1). In addition, in

the case of custom platforms, standard linearizing control

laws [17] can be implemented to the purpose. The robot

model, thus, becomes

q̈ = u (2)

where u ∈ R
n is a virtual control input to be designed.

Finally, by virtue of eq. (2), the well-known second order

kinematic relationship at a generic point P on the robot

structure gives

ẍP = JP (q)q̈ + J̇P (q, q̇)q̇ = JP (q)u+ J̇P (q, q̇)q̇ (3)

where xP =
[

pT
P ϕT

P

]T
∈ R

6 is the configuration of a

frame centered in P with position pP and orientation ϕP .

In the following, we omit subscript P when the kinematics

is referred to the robot end effector.

B. Human torque and wrench estimation

In order to detect and recognize the type of contact, the

estimation of the human torque and wrench is needed. To this

aim, ad-hoc hardware devices can be integrated, e.g. [11],

or momentum-based observers that only rely on on-board

current/torque sensors can be leveraged [7]. For the sake of

generality, the latter approach is pursued in this work.

Let us introduce the residual vector r(t) ∈ R
6 defined as

r(t) = K

(
∫ t

0

(α− τ − r)dτ +m(t)

)

(4)

with K ∈ R
n×n a constant diagonal positive definite

matrix, m(t) = M(q)q̇ the generalized momentum of the

manipulator and α = g − 1/2 q̇T(∂M/∂q)q̇. By following

the steps in [7] and for high values of K , the following holds

r(t) ≈ (τ T + τ h). (5)

Let us assume that an estimate τ̂ T of τT is available

(more details in Sec. III-A) and that, in the case of human

interaction, the contact point P along the robot structure is

estimated (more details in Sec. III-C). From (5), an estimate

τ̂h of τh is obtained as

τ̂h(t) = r(t)− τ̂T (6)

based on which the components of hh(t) not belonging to

the null space of JT
P can be retrieved [18] as

ĥh(t) =
(

JP (q(t))
T
)†

τ̂ h(t). (7)

C. Problem formulation and solution overview

Formally, the following problem is addressed in the paper.

Problem 1. Consider the robot dynamics in (2) and a

task represented by a desired end effector trajectory xd(t)
(ẋd(t), ẍd(t)) which can possibly involve interaction hT

with the environment. Assume that a human operator can

intentionally or accidentally physically interact with any

point of the robot structure, i.e. ‖τh‖ > 0. The aim is to

design a strategy enabling the robot to detect and classify

possible contacts with the human and to undertake proper

reaction behaviors, while complying with possible robot

constraints.

As shown in Fig. 2, a modular architecture composed

of three blocks is proposed to solve the problem above. In

detail, a detection module is in charge of assessing whether

or not a contact with a human operator is taking place
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Fig. 2. Overview of the proposed approach to detect human contact (in
blue), recognize its type (in green) and react accordingly (in red).

by considering that the robot might be interacting with

the environment. Next, a recognition module establishes the

nature of the human interaction when contact is detected.

To this aim, the contact point along the robot structure is

localized, and the estimated wrench exerted by the human

is evaluated according to (7) to evaluate whether or not the

contact is intentional. Finally, a behavior module determines

the robot virtual input u in (2). In detail, the robot is

endowed with three basic behaviors, namely task execution,

admittance control and avoidance behaviors, that are selected

considering the type of contact (if any) and the current task.

III. DETECTION AND RECOGNITION MODULES

This section details the components related to the detection

and recognition modules in Fig. 2.

A. Nominal task interaction approximation

In order to assess whether or not a contact with a human

operator is occurring, we define an approximation τ̂T (blue

block of Fig. 2) of the expected external torque τ T , arising

from the interaction with the environment for task T . Indeed,

based on this estimation and on the estimated overall external

torque in (5), the estimated torques induced by the human

interaction τ̂ h can be derived.

We propose to use Gaussian Mixture Models to approx-

imate the nominal wrench profile. In this way, a rough

definition of the expected nominal profile can be derived on

the basis of few demonstrations of the nominal interaction

with the environment, as shown in the experiments in Sec. V.

Let us introduce the extended vector of the nominal

wrench of task T at time t as ζT ,t = [t hT ,n(t)
T]T ∈ R

7.

This can be probabilistically modeled as a mixture of KT

Gaussian distributions as follows

p(ζT ,t) =
∑KT

k=1
πT ,k N (ζT ,t|µT ,k,ΣT ,k) (8)

where N (ζT ,t|µT ,k,ΣT ,k) is the Gaussian distribution with

mean µT ,k ∈ R
7 and covariance ΣT ,k ∈ R

7×7 and πT ,k

is the k th mixture coefficient such that πT ,k ∈ [0, 1] and
∑KT

k=1 πT ,k = 1.

The Expectation-Maximization (EM) algorithm [19] is

then leveraged to estimate the GMM parameters µT ,k, ΣT ,k

and πT ,k ∀k ∈ {1, . . . ,KT } based on demonstrations of

ζT ,t ∀t. To gather the latter, the task T is executed few times

in the absence of human wrench, and the residual vector r(t)
in (4) is recorded; the latter coincides with the estimate of

τT (t) when τh = 0n, being 0n the null vector of n elements.

Each datapoint hT ,n(t) in the demonstrations of ζT ,t is then

obtained as

hT ,n(t) =
(

J (q(t)) T
)†

r(t). (9)

The choice of approximating the expected wrench hT ,n

instead of the expected external torque τT enables the

proposed methodology to be independent from the joint

space configuration while executing the task.

Finally, Gaussian Mixture Regression, as done for in-

stance in [20], is used to get the probabilistic model of

hT ,n(t) at each time t, with mean ĥT ,n(t) = E(hT ,n(t)).
The estimate τ̂ T (t) in eq. (6) is then achieved, i.e.

τ̂T (t) = J(q(t))T ĥT ,n(t).

B. Detection and recognition classifiers

As mentioned above, the estimated torques τ̂ T are ex-

ploited to compute the human torques τ̂h. Based on the latter,

two RNNs are trained to determine the presence of a human

contact and its type. In detail, the first network, referred

to as detection NN, outputs the information on whether or

not human contact is occurring, while the second network,

referred to as recognition NN, outputs the information on

whether the contact is intentional or accidental. In light of the

binary classification problems, the two networks are trained

to minimize the log loss. The same architecture is devised

for both the networks and it comprises: (i) a recurrent Long

Short Term Memory layer, that enables to learn long-term

dependencies between data samples in the time series, (ii) a

fully connect layer, (iii) a logistic activation layer that outputs

the prediction.

The training dataset of the detection NN consists of

labeled time series representing the norm of the estimated

human torque, i.e. ‖τ̂h(t)‖ in eq. (6), while estimated human

wrenches are considered for the recognition NN, i.e. the

dataset consists of the datapoints ‖ĥh(t)‖ in eq. (7). The use

of norm values allows to take into account the intensity and

variation of the human interaction ignoring the directions in

which the interaction occurs. The datasets were collected by

voluntarily and accidentally interacting with different points

along the robot structure during free space motion (i.e. with

‖τT ‖ = 0) and recording the labeled respective quantities.

Note that the datasets only contain data acquired with no

environment interaction; however, the proposed approach is

able to tackle the case of ‖τT ‖ > 0 thanks to the GMM mod-

eling in Sec. III-A and without wrist force/torque sensors. In

this way, an arbitrary number of tasks can be performed that

require interaction with the environment without the need of

re-training the networks and adapting their datasets. Finally,

note that the generalization capabilities of the networks

allows to tackle, without manually tuned thresholds, noisy

measures, model uncertainties in (1) and task interaction

estimation inaccuracies which generally leads to not accurate

human torque estimation, i.e. it generally holds ||τ̂h|| > 0
even if no human-robot contact is happening.

C. Contact Point Localization

We foresee the presence of a procedure to localize the

contact point P , needed to estimate the human wrench in (7)



used by the recognition classifier and the behavior module.

Not to limit the possible approaches and since we do not

aim at improving localization techniques, we do not fix

a specific procedure but any appropriate solution can be

applied to the purpose. As an example, and as considered in

the experiments in Sec. V, an external vision algorithm can

be integrated which tracks the human motion and determines

the contact point. Alternatively, different ad-hoc sensors,

such as IMU sensors [21], can be integrated to the purpose.

IV. ROBOT BEHAVIOR MODULE

Three basic robot behaviors (red block of Fig. 2) are

envisaged which are activated depending on the type (if any)

of interaction. In the following, we introduce the individual

behaviors and we show their activation rationale, as well as

how possible robot and task constraints can be accounted for.

A. Robot behaviors

1) Task execution behavior: The task execution behavior

allows the robot to perform its desired task which, as stated

in Problem 1, is given by the desired trajectory at the effector

xd(t). The well-known closed loop inverse kinematic law is

leveraged to define the respective virtual input u in eq. (2):

un = q̈Tn

+ q̈N , q̈Tn

=J†
(

ẍd+Kd
˙̃x+Kpx̃− J̇ q̇

)

(10)

where x̃(t) = (xd(t)−x(t)) ∈ R
6 is the task tracking error,

Kd ∈ R
6×6, Kp ∈ R

6×6 are positive definite matrices, and

q̈N ∈ R
n is an arbitrary vector of joint accelerations which

can be used for secondary tasks.

Differently from our previous work [16], we include the

possibility for the human operator to reconfigure the internal

structure of the robot, i.e. without altering the robot task. To

this aim, we define the following joint accelerations q̈N [22]

in eq. (10), when an intentional interaction is detected in a

point P different from the end effector position:

q̈N =
(

JP (In − J̄†J̄)
)†
[

M−1
d

(

−DdẋP + ĥh

)

− J̇P q̇ − JP q̈Tn

]

(11)

where Md,Dd ∈ R
6×6 are positive definite matrix gains,

and J̄ coincides with the positional Jacobian matrix at the

end effector, if the task orientation can be relaxed, and with

the full Jacobian matrix J (in case of redundant robots), oth-

erwise. The formulation in (11) makes the robot compliant

at the contact point, enabling the internal reconfiguration by

the human, while preserving the respective components of

the desired task.

2) Admittance control behavior: The admittance control

behavior allows the human to guide the robot motion accord-

ing to a mass-damper model. In particular, when the human

intentionally interacts with the robot end effector, we assume

that he/she wants to intervene in the robot task and correct

its execution. The following admittance strategy is thus used

for the input u in eq. (2):

ua = q̈Ta

+q̈N , q̈Ta

=J†
(

M−1
d

(

−Ddẋ+ ĥh

)

−J̇ q̇
)

(12)

where, as above, q̈N ∈ R
n is an arbitrary vector of joint ac-

celerations, while Md,Dd ∈ R
6×6 are the positive definite

desired inertia and damping, respectively. By replacing (12)

in (3), the closed loop model is derived:

Md ẍ+Dd ẋ = ĥh. (13)

3) Avoidance behavior: As in our earlier work [16], we

envisage that an avoidance behavior is activated when an

accidental collision occurs. To this aim, the concept of safety

field F (t) in [2] is leveraged which assesses the level of

human safety with respect to the robot in a comprehensive

manner, i.e. the entire human body and robot structure are

taken into account. The objective of the avoidance behavior

is thus to recover a safety condition F ≥ Fd after the

occurrence of a collision, with Fd a positive threshold to be

tuned [2]. In order to achieve this objective, the following

virtual input uo is defined

uo = q̈To

+ q̈N , q̈To

= J
†
F

(

kd∆̇F + kp∆F−J̇F q̇
)

(14)

where JF ∈ R
1×n is the safety field Jacobian matrix such

that Ḟ = (∂F/∂q)q̇ = JF q̇, ∆F = min(0, Fd − F ), kp, kd
are positive gains, and q̈N ∈ R

n is an additional acceleration

vector. By replacing (14) in (2), the safety field dynamics is

∆̈F + kd∆̇F + kp∆F = 0 (15)

implying the asymptotic convergence of ∆F to the origin.

B. Behavior selection and robot constraints

The Finite State Machine (FSM) in Fig. 3 regulates the

activation of the appropriate behavior. More specifically, the

robot task is carried out according to (10)-(11) as long as

no human interaction is detected, or if a force is voluntarily

applied along the robot structure to internally reconfigure

it. Then, in the case an intentional contact is recognized at

the end effector, the admittance behavior in (12) is selected

which enables the human to adjust the robot task. The robot

persists in this state until the human exerts wrenches at the

contact point. Finally, if an accidental contact is recognized,

the robot selects the avoidance behavior to increase the

human safety field F . The robot persists in this state as

long as a safety condition is not restored, i.e. as long as

F < Fmin, with Fmin > Fd a scalar threshold.
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In order to handle possible constraints, depending on the

task itself and on the nature of the interaction (see Sec. V-A

for examples), the system in (2) is rewritten in the form

ξ̇q = f(ξq) + g(ξq)(u) =

[

On In

On On

]

ξq +

[

On

In

]

u

(16)



with ξq = [qT q̇T]T ∈ R
2n, and Om (Im) the m×m null

(identity) matrix. We express the i th constraint as

φi(ξx(ξq)) ≥ 0 (17)

where ξx = [xT
P ẋT

P ]
T ∈ R

12 and φi(·) is a continuous

scalar function. In order to have these constraints satisfied,

the CBF approach [23] is adopted. Based on [23], the

control input u⋆ which achieves the task function subject to

constraints can be computed as the solution of the following

Quadratic Program problem

u⋆ = argmin
u

1

2

(

u− u(·)

)T
Q

(

u− u(·)

)

s.t. Lfφi + Lgφiu ≥ −γ(φi(ξ)), ∀i
(18)

where u(·) is the desired input computed according to

eqs. (10), (12) or (14) in dependence of the FSM state,

Q ∈ R
n×n is a positive definite matrix, γ(·) is an extended

K∞ class function and Lfφi, Lgφi are the Lie derivatives

of φi with respect to f and g, respectively.

V. EXPERIMENTS

The experimental validation of the approach is presented

in this section. The entire experiment execution is shown in

the accompanying video.

A. System architecture and robot’s tasks

The system setup, illustrated in Fig. 1, is composed of

a Kinova Jaco2 robotic arm with 7 DOFs (n = 7) and a

Microsoft Kinect One RGB-D sensor. All the algorithms

related to the contact classification and to the control run

on MATLAB 2020 and exchange information with Robot

Operating System (ROS). A vision-based localization com-

ponent (green block in Sec. III-C) is also included in ROS.

In detail, a human skeleton tracking algorithm1 is adopted

which, combined with the robot configuration information,

allows to identify the point P along the robot structure where

human contact occurs.

Concerning the robot arm, the following collaborative

tasks are considered.

1) Object pick and place: The robot can manipulate

bottles and mugs. To prevent the liquid from spilling out of

the objects, we consider the following orientation constraints:

φl
o,i = ϕi − (ϕd,i −∆ϕi) ≥ 0

φu
o,i = (ϕd,i +∆ϕi)− ϕi ≥ 0

i = 1, 2, 3 (19)

which are in the same form as in (17), being ϕd ∈ R
3 a

desired orientation, ∆ϕi a positive tolerance and (·)i the i th

component of the respective vector. The above constraints

have a relative degree equal to 2 which are handled as in [24].

2) Pouring task: This task foresees the robot holding a

mug and the human filling it. The nominal wrench profile

due to the filling is approximated with KT = 5 Gaussians

and by using 5 randomly selected demonstrations. The GMM

parameters for the EM algorithm are initialized by resorting

to a K-means clustering algorithm. Also in this case, the end

effector orientation is constrained as in (19).

1https://github.com/mcgi5sr2/kinect2 tracker

Training user
Detection NN Recognition NN

nc wc ic ac

nc 4697 373 92.6% ic 3979 135 96.7%

wc 139 2930 95.5% ac 555 1826 76.7%

97.1% 88.7% 93.7% 87.8% 93.1% 89.3%

Novel users
nc wc ic ac

nc 6120 456 93.1% ic 21041 2647 88.8%

wc 2836 19745 87.4% ac 3669 7016 65.7%

68.3% 97.7% 88.7% 81.2% 72.6% 81.6%

Tab. I

CONFUSION MATRICES OF THE RNNS WITH DATA ACQUIRED BY THE

USER INVOLVED IN THE TRAINING DATASET (TOP PART) AND WITH

DIFFERENT USERS NOT INVOLVED IN THE TRAINING DATASET (BOTTOM

PART).

3) Table cleaning: The robot executes a periodical motion

on the table surface holding a cylindrical sponge (see Fig. 1).

The force exerted on the table is approximated through

GMMs by using 5 randomly selected demonstrations with,

as before, KT = 5 and K-means algorithm for initialization.

Further constraints in the CBF framework are introduced

in all the tasks to limit the robot workspace and avoid colli-

sions with the table, i.e. φt = pz−ht ≥ 0 in (17) being ht the

height of the table. Note that the human is always allowed

to physically interact with the robot end effector, changing

its configuration, or with the robot structure, changing its

internal joint configuration. In this way, the user can help the

robot to accomplish the task or to avoid possible collisions

with obstacles not detected by the vision system.

B. Classification results

This section collects the classification results of the two

RNNs, for which 100 hidden units have been considered.

In particular, the detection NN determines if a datapoint in

the time series belongs to the class no contact (nc) or with

contact (wc), while the recognition network establishes if, in

the case of contact, a datapoint belong to the class intentional

contact (ic) or accidental contact (ac).
The training dataset of the detection (recognition) NN

consists of 43487 (15647) time samples, representing 869.7 s

(312.9 s) with time step T = 0.02 s, equally distributed

in their respective two classes. Concerning the test set, we

evaluated the accuracy both with the user that was involved

in the collection of the training dataset, referred to as training

user, and with other four users not involved in the training

process, referred to as novel users. Table I reports the

confusion matrices of the classifiers for the training user

(top part) and the novel users (bottom part). We observe

that all the RNNs achieve good overall accuracy which is,

for the training user, ≈ 94% for the detection NN and

≈ 90% for the recognition NN. The lower accuracy of

the latter is motivated by the intrinsic greater complexity

of the problem of recognizing the type of contact rather

than identifying any possible contact. Remarkably, the results

also confirm the generalization capabilities of the chosen

https://github.com/mcgi5sr2/kinect2_tracker


NNs which allow classification also with novel users. In

detail, an overall accuracy equal to ≈ 90% and ≈ 82%
is obtained for the detection and recognition classifications,

respectively, implying a decrease of performance of only

≈ 4% and ≈ 8%, compared to the training user. Finally,

note that the results in Tab. I are obtained with a sample-by-

sample evaluation; however, a certain delay for detecting and

classifying a contact always occurs as the networks obviously

need some samples before being able to correctly classify.

This motivates the classification inaccuracies in Tab. I but,

as demonstrated in the following case studies, it does not

undermine the human-robot collaboration.

C. Case studies and experimental results

We consider two case studies for the experimental valida-

tion which involve different tasks and human interactions.

In both case studies, we used the following parameters:

K = 50I7 in eq. (4), Kd = 5I6, Kp = 6I6 in (10),

Md = 5I6, Dd = 100I6 in (11) and (12), kd = 5, kp = 6
in (14), Q = I7 in (18). Moreover, we set Fd = 10 in (14)

to ensure a minimum distance ≈ 0.4 m (see [2] for details)

between every point of the robot and the human operator,

and Fmin = 11 in the FSM.

1) Case study 1: In this case study, we let the robot

execute three different tasks, while the human interacts

with it. At the beginning, the robot takes the cylindrical

sponge and starts a cleaning task, during which the human

intentionally interacts with its end effector to change its

configuration. Once the cleaning task is completed, the robot

starts a bottle pick and place operation. During this task

execution, the human voluntarily interacts along the robot

structure to modify the joint configuration while preserving

the end effector position. Finally, a pick operation of a

mug and a pouring task are performed. During each task,

the respective constraints and possible expected environment

interaction defined in Sec. V-A are taken into account.

Figure 4 summarizes the results of this case study. In

detail, proceeding from the top to the bottom, it reports

the robot end effector trajectory x, the nominal interaction

wrench ĥT , the norm of estimated human torque ‖τ̂h‖ and

the classification output of the RNNs (in blue) compared

to the Ground Truth (GT, in green). Initially, the robot

autonomously performs the cleaning task (highlighted with

red boxes in the plots) and executes the desired periodic

motion (first plot) which generates interaction wrenches with

the table. The use of the nominal wrench profile (second

plot) modeled via GMM allows to estimate the human torque

(third plot) and to properly recognize that, in the initial phase,

only interaction with the environment is occurring while

no human contact is present (last plot). Once the human

intentionally interacts with the end effector at t ≈ 21 s,

it is recognized by the RNNs (with a delay < 1 s) and

the admittance behavior is activated. This makes the robot

end effector compliant towards the human wrench and its

trajectory is modified as shown in the first plot. At the end of

the interaction, the execution of the desired tasks is restored

and the pick and place operations are carried out (highlighted

with green boxes) from t ≈ 27 s to t ≈ 100 s. In this phase,

an intentional contact on link 4 of the robot is recognized via

the localization component at t ≈ 70 s, which leads the robot

to change its joint configuration according to (10) and (11)

(see accompanying video) while preserving its end effector

position, as shown in the top plot. Orientation variables are

also limited according to (19) with ϕd = [−1.4, 1.6, −2.9]T

and ∆ϕi = 0.2 ∀i. Finally, the pouring task (blue box in the

plots) is executed starting from t ≈ 100 s during which the

respective GMM model is exploited and no contact with the

human is detected.

PSfrag replacements

−100
−50
−40
−30

−20

−4

−2

−0.4
−0.3
−0.2
−0.1

0

0
0

0

0

0

0

0.002
0.004
0.006
0.008
0.005
0.01
0.012
0.015
0.02
0.025
0.04
0.06
0.08
0.05
0.1
0.2
0.4
0.6
0.8

0.82
0.83
0.84
0.85
0.86
0.5
1

1.5

2

2.5
3
4

4.5
5

5.2
5.4
5.6
5.8
6
7
8
9

10

10

11
12
13
14
15
16
18

20

20

20

20

20

25
26
28

30

32
34
35
36
38

40

40

40

40

50

60

60

60

60

70

80

80

80

80

90

100

100

100

100

120
140
160
150
180
200
250
300
350
400
500
600
700
800
900

1000
1200
1400
1600
1800
2000
−0.5
−1

−1.5
−2.6
−2.8
−3

−3.2
−5

−10

‖τ̂h‖

RNN

GT

p1 p2 p3 ϕ1 ϕ2 ϕ3
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nc

ic

ac
Link 7 Link 4

t[s]

Fig. 4. Case study 1. From the top: end effector trajectory, nominal task
interaction wrench, norm of the estimated human torques and classification
results compared to ground truth. Cleaning, pick and place and pouring
phases are denoted in red, green and blue.

2) Case study 2: This case study aims to prove the

effectiveness of the solution also with accidental contacts. It

is structured as follows: the human first intentionally interacts

with the robot end effector during a pick and place task, and

then an accidental collision happens.

Figure 5 shows, from the top, the robot end effector

trajectory x, the norm of the estimated human torques

‖τ̂h‖ and the classification results (in blue), compared to

ground truth values (in green). Based on the estimated human

wrench (second plot) and on the localization component, an

intentional contact at the end effector is recognized by the

RNNs (third plot) at t ≈ 9 s; then, the admittance behavior

is activated, leading to a modification of the robot trajectory.

The robot task execution is then restored when the interaction

terminates and an accidental contact is detected on link 7 at

t ≈ 33 s. This activates the avoidance behavior which drives

the robot away from the human operator in order to increase

the safety (see also the accompanying video).

VI. CONCLUSIONS

We proposed a framework to detect human contact and

discern if it is intentional or accidental, even when the robot’s

task requires contact with the environment by leveraging

RNNs for time series classification and GMMs for modeling

the expected interaction wrench. Three basic robot behaviors

are identified and activated on the basis of the human
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ĥT ,2
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Fig. 5. Case study 2. From the top: end effector trajectory, estimated
human torques and classification results compared to ground truth.

interaction. Experiments on a real platform corroborated

the devised approach. As future work, we plan to include

proactive actions depending on human and scene awareness

and to consider multi-arm setups.
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