2011.00491v2 [cs.RO] 19 Mar 2021

arxXiv

MRPB 1.0: A Unified Benchmark for the Evaluation of Mobile Robot
Local Planning Approaches

Jian Wen', Xuebo Zhang't, Qingchen Bi?, Zhangchao Pan®, Yanghe Feng?,
Jing Yuan', and Yongchun Fang!

Abstract— Local planning is one of the key technologies
for mobile robots to achieve full autonomy and has been
widely investigated. To evaluate mobile robot local planning
approaches in a unified and comprehensive way, a mobile robot
local planning benchmark called MRPB 1.0 is newly proposed
in this paper. The benchmark facilitates both motion planning
researchers who want to compare the performance of a new
local planner relative to many other state-of-the-art approaches
as well as end users in the mobile robotics industry who want
to select a local planner that performs best on some problems
of interest. We elaborately design various simulation scenarios
to challenge the applicability of local planners, including large-
scale, partially unknown, and dynamic complex environments.
Furthermore, three types of principled evaluation metrics are
carefully designed to quantitatively evaluate the performance
of local planners, wherein the safety, efficiency, and smoothness
of motions are comprehensively considered. We present the
application of the proposed benchmark in two popular open-
source local planners to show the practicality of the benchmark.
In addition, some insights and guidelines about the design and
selection of local planners are also provided. The benchmark
website [1] contains all data of the designed simulation scenar-
ios, detailed descriptions of these scenarios, and example code.

I. INTRODUCTION

Motion planning is one of the most popular research topics
in mobile robotics and has been widely investigated [2]-[5].
For computational efficiency reasons, the commonly adopted
motion planning framework is organized in a hierarchical
architecture by combining a global planner and a local
planner [6]. The global planner is employed to generate a
global path from the current robot pose to the goal one,
followed by the local planner supposed to provide safe,
flexible, and efficient motions according to real-time sensor
data. In such a two-level planning scheme, the global planner
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only provides rough motion guidance for the robot, while
the local planner plays a leading role in generating actual
motions. In this work, we focus on the problem of mobile
robot local planning.

Despite mobile robot local planning approaches have been
widely investigated, there is still a lack of a unified bench-
mark for performance evaluation. When a new local planner
is proposed, the authors usually make some comparisons
with other approaches through customized designed simu-
lation or experimental scenarios. However, data sets of these
designed scenarios are usually unavailable, which makes
it difficult for other researchers to repeat the evaluation.
Additionally, the authors may choose some specific scenarios
that are friendly to their proposed approach. Therefore, it is
difficult to guarantee the comprehensiveness and objectivity
of the evaluation. In addition to the public data sets, there is
also a lack of a complete and principled evaluation system
for mobile robot local planning approaches. The use of
quantitative metrics is usually limited to the total travel
distance or the time taken by the robot to complete the
navigation task. To make an objective performance com-
parison, it is necessary to use a combination of different
evaluation metrics that qualify different aspects of local
planners. In summary, there is a lack of public data sets
for evaluating mobile robot local planning approaches, as
well as principled and comprehensive evaluation metrics.

In this paper, a mobile robot local planning benchmark
called MRPB 1.0 is newly proposed to evaluate mobile robot
local planning approaches in a unified and comprehensive
way. We aim to establish a complete and principled evalu-
ation framework that allows for objectively comparing the
performance of local planners. To fulfill the goal, various
simulation scenarios are designed and three types of evalua-
tion metrics are proposed.

1) Data Sets: In order to improve the comprehensiveness
and repeatability of performance evaluation, various simula-
tion scenarios are elaborately designed and open-source. We
choose Gazebo [7] as the simulation platform since its high
popularity among the open-source Robot Operating System
(ROS) community. On this basis, we carefully design four
types of simulation scenarios, namely indoor, narrow space,
partially unknown, and dynamic.

a) The indoor scenarios including various-scale office-
like environments are designed to make an overall
evaluation of local planners.

b) The narrow space scenarios such as complex maze
environments, narrow passages, U-shaped or Z-shaped



corridors, and so on are designed to challenge the
flexibility and smoothness of local planners.

¢) The partially unknown scenarios, i.e., only incomplete
prior information is available for local planners, are
designed to pose a challenge to the adaptability of local
planners in partially unknown environments.

d) The dynamic scenarios with moving people are de-
signed to challenge the robustness of local planners
in dealing with dynamic obstacles.

Through these four types of simulation scenarios, the perfor-
mance of local planners can be comprehensively evaluated.
In addition, the repeatability of performance evaluation can
be benefited from these public data sets.

2) Metrics: In order to comprehensively evaluate the
performance of local planners from different aspects, three
types of evaluation metrics are proposed, namely safety,
efficiency, and smoothness.

a) The safety metrics including the minimum distance to
the closest obstacle and the percentage of time spent
by the robot in the dangerous area around obstacles
are used to evaluate the security performance of local
planners.

b) The efficiency metrics consisting of the time consump-
tion of a single local planning and total travel time are
employed to evaluate the computational efficiency and
motion efficiency of local planners.

¢) The smoothness metrics are utilized to evaluate the
quality of motion commands provided by local plan-
ners, wherein the path and velocity smoothness are
taken into account.

On the basis of these three types of evaluation metrics, the
performance of mobile robot local planning approaches can
be evaluated in a comprehensive way.

Furthermore, we present the application of the pro-
posed benchmark in two popular open-source local planners,
namely the well-known dynamic window approach (DWA)
[8] and the timed elastic band (TEB) local planner [9] to
demonstrate the practicality of the benchmark. It is shown
that the optimization-based local planner TEB performs
better than the sampling-based local planner DWA. On this
basis, some insights and guidelines about the design and
selection of local planners are provided.

The proposed benchmark is open-source and available on
our website [1]. This is an open work. We aim to contribute a
prototype of mobile robot local planning benchmarks to the
robotics community. We also look forward to making this
work more complete through the open-source community.

The main contributions of this paper are summarized as
follows:

1) We present a mobile robot local planning benchmark
called MRPB 1.0 to evaluate mobile robot local plan-
ning approaches in a unified and comprehensive way.
A complete and principled evaluation framework that
allows for objectively comparing the performance of
local planners is established.

2) A variety of simulation scenarios are elaborately de-
signed and open-source to comprehensively evaluate

the performance of local planners and benefit the
repeatability of performance evaluation.

3) Three types of principled evaluation metrics are care-
fully designed to comprehensively evaluate the perfor-
mance of local planners from different aspects.

4) The application of the proposed benchmark is pre-
sented. And some insights and guidelines about the
design and selection of local planners are also provided.

We begin the paper with a brief review of related work.
The designed simulation scenarios and evaluation metrics
are detailed in Sections and respectively. Section
presents the application of the proposed benchmark and
Section [VIl comes to a conclusion.

II. RELATED WORK

Public data sets and benchmarks play an important role for
scientific evaluation and objective comparison of algorithms.
Previous research on mobile robot navigation benchmarks
mainly focused on simultaneous localization and mapping
(SLAM) techniques [10], and in particular on evaluating the
precision of pose estimation [11]-[13]. In [14], Sprunk et
al. design an experimental protocol to evaluate the whole
navigation system in real environments. The concept of a
reference robot is introduced for comparison between differ-
ent navigation systems in different experimental scenarios.
In the work [15], an extensive infrastructure for analysis and
visualization of sampling-based path planning algorithms is
proposed and integrated into the well-known Open Motion
Planning Library (OMPL) [16]. Compared with several suc-
cessful benchmarks in the area of computer vision [17]-
[19], there is relatively little research on motion planning
benchmarks in robotics.

In this paper, we newly propose a mobile robot local
planning benchmark called MRPB 1.0 to evaluate mobile
robot local planning approaches in a unified and compre-
hensive way. A variety of simulation scenarios are elab-
orately designed, taking into account large-scale, partially
unknown, and dynamic complex environments. Furthermore,
three types of principled evaluation metrics are proposed to
comprehensively evaluate the performance of local planners
from different aspects. We present the application of the pro-
posed benchmark in two popular open-source local planners
to show the practicality of the benchmark. All data of the
benchmark is available on our website [1].

III. DATA SETS

To comprehensively evaluate the performance of local
planners, we carefully design four types of simulation scenar-
i0s. In this section, these simulation scenarios are detailed.

A. Indoor Scenarios

The indoor scenarios of various-scale office-like environ-
ments are designed to make an overall evaluation of local
planners. The scenario shown in Fig. a) is a 29.4 x 21.9m?
indoor office environment, and the scenario depicted in
Fig. [T{b) is designed according to the floor plan of a
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Fig. 1. Screenshots of the designed simulation scenarios. (a) Indoor office environment. (b) Shopping mall. (c) Maze. (d)-(e) Family house-like environments
with dense obstacles. (f) Narrow passage with continuous U-shaped turn. (g) Narrow passage with acute-angle turn.

35.2 x 35.3m? shopping mall. These two large-scale office-
like environments are used to evaluate the applicability of
local planners. In addition, two relatively small-scale family
house-like scenarios are designed, as illustrated in Fig. [T(d)
and (e). These two scenarios are used to challenge the safety
and flexibility of local planners in the environment with
dense obstacles.

B. Narrow Space Scenarios

In order to pose more challenges on the performance of
local planners, we carefully design several narrow space
scenarios. The scenario shown in Fig. [T{c) is a 23.7 x
25.5m? maze environment. This is an extremely challenging
scenario. Firstly, the robot needs to turn continuously in the
maze, requiring local planners to provide flexible motions.
Secondly, the passage of the maze is relatively narrow, which
requires safe motion commands to prevent the robot from
colliding with the wall. In summary, the maze scenario
poses a huge challenge to the flexibility and safety of local
planners.

In addition to the large-scale maze scenario, we also
design two relatively small-scale narrow space scenarios. As
shown in Fig. [I{f), a scenario with continuous U-shaped
turn is designed. The robot needs to turn continuously
in the narrow passage. In Fig. [T(g), we design an acute-
angle turning scenario. At the corner, the orientation of the
robot needs to be changed by approximately 135°. These
scenarios are both designed to challenge the flexibility of
local planners.

C. Partially Unknown Scenarios

In the previously designed scenarios, the complete prior
map is input to local planners. To challenge the adaptability
of local planners in partially unknown environments, we
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Fig. 2. Occupancy grid map of the indoor office environment. (a) Complete
grid map. (b) Partially unknown grid map.

blur the map manually and input the incomplete map to
local planners. As illustrated in Fig. [2J[a), the occupancy grid
map of the indoor office environment shown in Fig. [[fa) is
obtained by performing a wavefront exploration along the
occupancy grid starting from the origin of the Gazebo world
coordinate system. On this basis, we mark a rectangle of
13.0 x 7.7m? in the center of the map and set the covered
cells to the unknown state, as shown in Fig. 2[b). Then the
local planning is performed in the partially unknown grid
map. Local planners need to update the occupancy grid map
according to real-time laser scan data and provide safe and
efficient motion commands for the robot. In addition to the
indoor office environment, we also design a similar scenario
for the shopping mall environment.

D. Dynamic Scenarios

We design several dynamic scenarios to challenge the
robustness of local planners in dealing with dynamic obsta-
cles. As depicted in Fig. Bfa)-(b), we simulate two people
in the shopping mall environment. These two people are
walking around in the T-shaped corridor at a constant speed.
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Fig. 3. Screenshots of the designed dynamic scenarios.

The robot is required to implement fast re-planning in
the changing environment to avoid collisions with dynamic
obstacles. We design a similar scenario for the indoor office
environment. Furthermore, a more complex dynamic sce-
nario with several moving people is designed to challenge
local planners. As shown in Fig. [BJc)-(d), six people are
walking around in an open space environment. The robot
needs to pass through the crowd to reach the goal at the
other end. This scenario highly reproduces the crowded scene
in the real world and poses a great challenge to the safety,
flexibility, and real-time performance of local planners.

IV. METRICS
A. Data Log

Suppose that in the process of robot navigation from the
start pose to the goal one, the local planning is called NV
times. Every time the local planning is called, we need to log
the following data: the timestamp of the ¢-th call ¢;, the robot
pose (x;, yi, 0;), the linear and angular velocities (v;, w;), the
distance to the closest obstacle d;, and the time consumption
of the local planning c;. When the robot completes the
navigation task, we obtain the intermediate data of the whole
navigation process {t;, x;, yi, 0;,vi,w;,d;,c;},1 <i < N.

B. Safety Metrics

The safety metrics are employed to evaluate the security
performance of local planners in guiding the robot to the
goal. In this work, the minimum distance to the closest
obstacle d, and the percentage of time spent by the robot in
the dangerous area around obstacles p, are used to evaluate
the security of local planners

dy = min {d;},1<i <N, (1
ty — t,

Do = L x 100%, 2)
tny —t1

where the subscripts a and b are the indices of timestamps
satisfying dj < dgafe, 0@ < k < b, and dg,¢. is the preset safe
distance to obstacles. The distance to the closest obstacle
d; is obtained by combining an efficient distance transform

TABLE I
COMMON PARAMETERS OF LOCAL PLANNERS FOR THE EVALUATION

Parameter imax/'l_)min ‘Dmax/‘:)min dmax/&min &max/amin
Value  0.55/—0.2  1.0/—1.0  25/-25  3.2/-3.2
Unit m/s rad/s m/s? rad/s?

algorithm described in [20] and bicubic interpolation on top
of the occupancy grid map.

C. Efficiency Metrics

The efficiency metrics are used to evaluate the motion
efficiency and computational efficiency of local planners. The
motion efficiency measures how quickly the local planner
guides the robot to the goal, and the computational efficiency
evaluates the real-time performance of local planners. In this
work, the total travel time 71" of the robot from the start to
the goal is used to evaluate the motion efficiency

T=ty—t. 3)

And the computational efficiency is measured as the average
period between the time when the local planner receives the
planning request and the time of the updated twist command
becoming available

1 N
C:N;q. %)

D. Smoothness Metrics

The smoothness metrics are employed to evaluate the
quality of motion commands provided by local planners.
In this work, the smoothness performance of local planners
is comprehensively evaluated by the path smoothness and
velocity smoothness. We broadly follow the smoothness
constraint defined in [21] to evaluate the path smoothness

N-1
Fos = 2 1A% — Ax? (5)

i=2
where Ax; = X; —X;-1,2 < 72 < N denotes the displace-
ment vector at the vertex x; = (xi,yi)T. And the velocity
smoothness is measured by the average of the acceleration

1 e v
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V. APPLICATION
A. Setup

As mentioned before, we choose Gazebo as the simulation
platform since its high popularity among the ROS commu-
nity. Currently, the benchmark is released with ROS Kinetic
and Gazebo 9. All the evaluations are performed on a laptop
with an Intel Core i5-7200U processor and 8 GB RAM.

In the evaluation, we focus on the local planning problem
of differential drive mobile robots. We refer to the popular
Pioneer 3-DX mobile robot and design a robot model in
Gazebo through the XML macros language Xacro. The



TABLE II
QUANTITATIVE STATISTICS OF LOCAL PLANNING RESULTS IN STATIC ENVIRONMENTS

Safety Efficiency Smoothness Path length
do [m] Po [%] T'[s] C [ms] fos [mZ] fus [m/SZ] S [m]

DWA | TEB | DWA | TEB | DWA TEB | DWA | TEB | DWA | TEB | DWA | TEB | DWA TEB

1 0.20 0.29 10.1 1.1 38.5 35.0 46.7 3.7 0.05 0.02 0.16 0.03 18.65 | 18.84

2 0.20 0.29 16.0 4.8 47.7 42.0 41.8 5.2 0.06 0.03 0.15 0.04 21.48 22.03

Scenario (a) | 3 0.20 0.28 79 1.6 74.1 76.8 414 4.1 0.10 0.03 0.10 0.03 | 36.66 | 37.20
4 0.20 0.27 10.8 3.8 56.6 52.6 42.1 3.8 0.52 0.02 0.09 0.03 | 2849 | 28.69

5 0.20 0.28 10.3 34 76.4 58.4 37.7 4.8 0.66 0.03 0.09 0.03 31.71 30.87

1 0.22 0.28 4.5 29 84.2 814 43.0 4.2 0.32 0.03 0.05 0.03 43.24 | 4345

2 0.20 0.27 9.4 2.1 1272 | 103.6 39.1 44 0.16 0.04 0.07 0.02 | 57.62 | 56.99

Scenario (b) | 3 0.40 0.32 0.0 0.7 69.2 59.8 39.9 4.1 3.84 0.02 0.04 0.02 | 3255 | 32.25
4 0.28 0.29 04 0.8 83.0 77.2 40.9 4.1 7.12 0.04 0.04 0.03 42.28 42.17

5 0.28 0.29 0.6 2.6 63.6 61.6 442 4.1 2.79 0.03 0.04 0.01 34.27 | 33.96

1 0.20 0.29 20.3 35 102.7 78.8 41.2 5.4 0.42 0.05 0.17 0.03 | 42.02 | 42.02

2 0.20 0.27 333 4.8 82.0 58.6 39.8 4.9 0.26 0.04 0.15 0.05 32.72 | 31.86

Scenario (¢c) | 3 0.20 0.29 21.0 4.4 77.1 67.8 43.8 5.4 0.34 0.05 0.17 0.02 | 3693 | 36.71
4 - 0.28 - 4.2 - 61.8 - 4.1 - 0.04 - 0.03 - 27.68

5 - 0.25 - 9.5 - 40.0 - 6.3 - 0.08 - 0.08 - 20.09

1 0.20 0.29 50.9 96.4 90.2 334 20.3 4.6 0.10 0.02 0.12 0.04 16.53 16.12

Scenario (d) | 2 0.20 0.30 27.3 7.9 31.7 254 35.0 6.2 0.12 0.02 0.18 0.05 13.30 | 12.86
3 0.20 0.29 42.7 7.7 39.1 31.2 25.6 3.7 0.13 0.03 0.26 0.05 11.99 | 12.19

1 0.20 0.29 16.4 6.1 31.8 26.2 423 4.4 0.03 0.02 0.17 0.04 14.47 14.34

Scenario (e) | 2 0.20 0.32 38 0.8 27.9 254 49.6 3.7 0.05 0.02 0.10 0.03 13.79 | 13.39
3 - 0.29 - 33 - 24.6 - 5.1 - 0.02 - 0.07 - 11.80

1 0.20 0.27 19.9 4.2 53.0 47.4 44.0 6.1 0.05 0.06 0.15 0.07 | 24.18 | 24.53

Scenario (f) | 2 0.20 0.18 38.9 12.4 51.4 46.8 419 6.3 0.12 0.14 0.18 0.10 | 22.63 | 2298
3 - 0.28 - 8.1 - 27.0 - 4.9 - 0.03 - 0.06 - 14.00

Scenario (g) | 1 0.22 0.20 7.9 4.9 1264 | 1294 534 5.7 0.86 0.17 0.03 0.05 68.33 | 68.09

footprint of the robot is broadly set to a circle with a radius
of 0.17m. On this basis, a laser rangefinder is mounted on
the robot. The laser rangefinder has a scanning range of
—135° ~ 135° with the angular resolution being 0.25°, and
the effective measurement range is 0.1m ~ 30m.

The navigation tests are performed based on the powerful
ROS navigation stack [22]. To make a fair comparison
between different local planners, the global planner proposed
in [23] is used in all tests, and some common parameters such
as the maximum and minimum linear velocities are also set
to the same. The settings of these parameters are enumerated
in Table |l wherein v, @, a, and & denote the linear velocity,
angular velocity, linear acceleration, and angular acceleration
respectively. The period of the local planning thread is set to
0.2s, and the safe distance to obstacles is set to 0.34m, i.e.,
twice the radius of the robot. Considering the computational
efficiency, the local planning is performed in a 5.5 x 5.5m?
local map with the resolution being 0.1m/cell. In addition,
the robot pose is obtained from the ground truth provided
by Gazebo to avoid the influence of localization error. To
roughly describe the distance traveled by the robot during
the navigation process, we also present the path length in
the evaluation results. The two local planners of DWA[]_-] and
TEBE] each have some specific parameters to be set. Except
for the common parameters enumerated in Table [ we use

Uhttp://wiki.ros.org/dwa_local_planner
Zhttp://wiki.ros.org/teb_local_planner

their own default parameters for the evaluation. Readers are
advised to refer to the original papers [8], [9] for more details
about these two local planners.

B. Evaluation

To reduce the randomness of evaluation, we select multiple
sets of different start and goal poses to test local planners in
each scenario except for the scenario depicted in Fig. [[[(g),
since this is a one-way environment. The configuration of the
start and goal poses in each test is available on the benchmark
website [1]. Tables and [TV] enumerate the quantitative
statistics of local planning results in the static, partially
unknown, and dynamic scenarios respectively. Scenarios (a)-
(g) correspond to the scenarios shown in Fig.[I} and Scenario
(h) corresponds to the dynamic scenario depicted in Fig. [3|c)-
(d). We use “-” to indicate the situation that the robot fails to
reach the goal. It should be emphasized that the computation
efficiency is related to the performance of the computing
platform. Therefore, the measurement results of this metric
will be different on different machines.

1) Comparison on Efficiency: According to the evaluation
results, it is concluded that TEB achieves superior perfor-
mance than DWA in computational efficiency and motion
efficiency. DWA needs to forward simulate and evaluate each
pair of sampled velocities and does not take into account
the environmental information during sampling. Therefore,
considerable time is wasted in generating infeasible trajec-
tories. While TEB takes the global path as the initial guess



QUANTITATIVE STATISTICS OF LOCAL PLANNING RESULTS IN PARTIALLY UNKNOWN ENVIRONMENTS

TABLE III

Safety Efficiency Smoothness Path length
do [m] Po [%] T'[s] C [ms] fos [mZ] fus [m/SZ] S [m]

DWA | TEB | DWA | TEB | DWA TEB | DWA | TEB | DWA | TEB | DWA | TEB | DWA TEB

1 0.22 0.32 4.9 1.2 37.5 34.0 429 3.9 0.25 0.02 0.06 0.02 18.58 | 18.57

2 0.22 0.28 5.6 35 61.2 57.0 429 4.2 1.38 0.02 0.05 0.02 30.70 | 30.87

Scenario (a) | 3 0.20 0.28 15.5 2.9 44.5 41.8 44.7 39 0.54 0.02 0.10 0.02 | 22.86 | 22.96
4 0.22 0.30 10.1 1.3 53.7 46.6 41.6 4.1 0.18 0.04 0.16 0.05 | 25.61 | 24.25

5 0.20 0.27 4.3 2.7 65.5 59.4 40.5 4.8 0.92 0.03 0.09 0.02 30.99 | 30.83

1 0.32 0.28 0.0 1.4 49.9 434 39.8 3.2 3.79 0.02 0.07 0.03 23.55 | 23.58

2 0.28 0.29 1.5 0.9 97.2 67.6 41.7 43 3.10 0.05 0.10 0.03 | 40.32 | 36.02

Scenario (b) | 3 0.28 0.32 0.0 0.7 75.9 59.8 39.9 4.0 4.46 0.02 0.05 0.02 | 32.81 | 32.27
4 0.32 0.28 0.1 2.8 113.0 105.4 42.0 4.6 7.34 0.05 0.04 0.02 58.18 | 57.84

5 0.20 0.25 2.5 2.6 65.0 61.6 394 38 0.86 0.04 0.09 0.05 | 31.72 | 32.34

TABLE IV
QUANTITATIVE STATISTICS OF LOCAL PLANNING RESULTS IN DYNAMIC ENVIRONMENTS
Safety Efficiency Smoothness Path length
do [m] P %] T[S Cms] Jor (M2 | Jus [m/57] S[m]

DWA TEB | DWA TEB | DWA TEB | DWA TEB | DWA TEB | DWA TEB | DWA TEB

1 0.22 0.32 3.7 0.7 314 29.2 37.0 5.5 0.26 0.02 0.08 0.03 15.69 15.85

2 0.14 0.32 7.0 1.3 343 29.8 28.8 4.7 0.17 0.02 0.13 0.05 15.03 | 15.16

Scenario (a) | 3 0.28 0.34 7.2 0.0 32.5 30.2 32.7 4.8 0.29 0.02 0.09 0.02 16.15 | 16.14
4 0.22 0.20 8.5 6.0 323 36.6 32.1 5.6 0.23 0.07 0.11 0.08 15.78 18.37

5 0.22 0.30 3.2 1.1 40.1 37.2 36.5 5.1 0.18 0.01 0.07 0.02 20.41 | 2048

1 0.32 0.18 0.3 15.3 46.8 61.6 31.2 6.2 0.20 0.11 0.05 0.11 23.50 | 28.52

2 0.20 0.32 5.7 0.9 56.8 44.8 329 4.9 1.73 0.01 0.06 0.03 | 25.14 | 24.56

Scenario (b) | 3 0.28 0.29 0.7 0.6 63.1 61.0 34.1 53 3.14 0.02 0.05 0.02 33.28 | 33.50
4 0.41 0.32 0.0 0.0 59.9 56.6 35.7 4.9 2.82 0.01 0.06 0.03 | 30.39 | 30.69

5 0.28 0.32 0.7 0.6 76.9 66.2 37.7 5.4 1.84 0.02 0.05 0.02 | 37.86 | 35.61

Scenario (h) 1 0.33 0.32 1.8 1.1 22.1 18.8 58.3 5.0 0.16 0.01 0.09 0.05 9.85 10.13

and obtains the local optimized trajectory through several
iterations. As a result, planning with TEB is 8.94 times faster
than planning with DWA. Furthermore, time optimality is
explicitly considered in the optimization objectives of TEB.
Therefore, TEB provides more efficient motion commands
for the robot. Compared with DWA, the motion efficiency
of TEB is increased by 9.2% on average.

2) Comparison on Safety: TEB employs a set of configu-
rations to form a virtual band. The trajectory optimization is
performed by applying artificial forces to the band, wherein
the repulsive force stretches the band to avoid collision
with obstacles. Therefore, the optimized path usually has a
certain distance to obstacles. As shown in Tables TEB
achieves better security performance in most cases. Because
of the better clearance from obstacles, the total travel distance
of TEB is relatively longer than that of DWA.

3) Comparison on Flexibility: The evaluation results in-
dicate that TEB performs better flexibility than DWA. Es-
pecially in scenarios like mazes that require robots to turn
continuously, the shortcomings of DWA are obvious. As
mentioned before, DWA performs forward simulation by
applying each pair of sampled velocities for some short time.
When the robot navigates in a narrow space, it is possible that
all sampling velocities are infeasible. As a result, the robot
may fall into oscillation and fail to complete the navigation

task, as shown in Table For this problem, adaptively
adjusting the forward simulation step size according to the
complexity of environments and the density of obstacles
is a promising solution. In addition, the performance of
DWA is closely related to the weight of each item in the
evaluation function. Currently, these weights are hand tuned
by operators. A promising approach is to apply machine
learning techniques such as Deep Q-Learning (DQN) [24] to
discover the proper mapping from action and environment to
cost. Certainly, this kind of approach is self-supervised and
requires a wealth of effective feature inputs and representa-
tive training data.

In summary, TEB performs better than DWA in terms of
efficiency, safety, and flexibility. Such type of optimization-
based local planners may be a better choice for indoor
navigation than sampling-based local planners.

VI. CONCLUSION

In this paper, we newly propose a mobile robot local plan-
ning benchmark called MRPB 1.0 to evaluate mobile robot
local planning approaches in a unified and comprehensive
way. Various simulation scenarios are elaborately designed
and three types of principled evaluation metrics are proposed.
We present the application of the proposed benchmark in two
local planners to show the practicality of the benchmark.
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