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Abstract— Predicting the future occupancy state of an en-
vironment is important to enable informed decisions for au-
tonomous vehicles. Common challenges in occupancy prediction
include vanishing dynamic objects and blurred predictions,
especially for long prediction horizons. In this work, we propose
a double-prong neural network architecture to predict the
spatiotemporal evolution of the occupancy state. One prong
is dedicated to predicting how the static environment will
be observed by the moving ego vehicle. The other prong
predicts how the dynamic objects in the environment will move.
Experiments conducted on the real-world Waymo Open Dataset
indicate that the fused output of the two prongs is capable
of retaining dynamic objects and reducing blurriness in the
predictions for longer time horizons than baseline models.

I. INTRODUCTION

A key component to successful deployment of autonomous
vehicles (AVs) is their ability to safely and intelligently
maneuver the shared space. Urban driving scenes are particu-
larly challenging for autonomous navigation due to crowded
driving environments with many different types of road users.
Human drivers can plan ahead and drive safely because
they anticipate how their immediate surroundings will evolve
based on their current surroundings. Similarly, the capability
to accurately predict the temporal evolution of the environ-
ment would enable AVs to proactively plan safe trajectories.

To make predictions, a representation of the local envi-
ronment around the AV is required, typically in the form
of a map. Due to its simplicity, the occupancy grid map
(OGM) [1] is often used in practice. OGMs can be generated
from on-board range-bearing sensor measurements (e.g. from
LiDAR or radar) and represent the local environment by
discretizing the space into grid cells. Each cell contains the
belief of its respective occupancy probability, and is assumed
to be independent of all other cells. Sensor readings can be
incorporated into the OGM representation using a recursive
Bayesian filter [1]. An alternative approach is to update the
grid cells using Dempster–Shafer Theory (DST) [2] to pro-
duce evidential occupancy grid maps (eOGMs) [3]. Unlike
OGMs, which only consider the binary free or occupied
hypotheses for a grid cell, each cell in an eOGM carries
additional information on the occluded occupancy hypoth-
esis. This extra information channel allows the eOGMs to
distinguish between lack of information (e.g. occlusion) and
uncertain information (e.g. moving objects) [4].

OGMs hold structural similarities with RGB images as
they both depict discretized spatial information. Hence, the
spatiotemporal task of predicting the future state of the
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Fig. 1: Future occupancy states are predicted by considering the
globally static and moving components separately.

environment can be posed as a video frame prediction task.
Consequently, recent work has adapted deep neural network
architectures designed for video frame prediction to predict
OGMs instead [4]–[6]. Itkina et al. [4] use a convolutional
long-short term memory (ConvLSTM) [7] architecture in
the form of the Predictive Coding Network (PredNet) [8]
to predict the environment state represented as eOGMs.
The paper also investigates the benefits of incorporating
dynamic state information (i.e. velocity) into the eOGMs.
This extended representation is known as a dynamic occu-
pancy grid map (DOGMa), where the cell-wise velocities
are estimated using a particle filter and carried in an extra
channel alongside the occupancy information [9]. Itkina et
al. [4] find that the prediction performance between the
eOGM and DOGMa representations is relatively unchanged,
despite DOGMas providing additional velocity information.
Furthermore, dynamic objects tend to disappear in longer
time horizon predictions.

We extend the work by Itkina et al. [4] to develop a model
that incorporates environment dynamics directly within its
architecture, rather than only as a data channel input. Our
method aims to increase the longevity of the dynamic objects
in the predictions for longer time horizons. We draw inspi-
ration from human perception. Human drivers continually
perceive and distinguish between the static and dynamic
parts of the environment, and use this information to predict
the future local environment around their vehicle. Thus, we
design our model to have two sub-architectures that learn
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the motion models for the moving objects and the globally
static environment, as shown in Fig. 1. The prediction of
the globally static environment captures the relative motion
of the static environment with respect to the moving ego
vehicle. We propose identifying the moving components in
the environment via an object-centric approach, instead of
computing expensive cell-wise velocity estimates to encode
the environment dynamics.

Our contributions in this work are as follows. We de-
velop a double-prong deep neural network architecture that
effectively incorporates the environment dynamics to predict
future eOGMs. Each prong is dedicated to predicting the
future static and dynamic components in the environment,
represented as separate eOGMs. The prong outputs are
combined to form the complete predicted eOGMs. We show
that our model maintains dynamic objects for longer time
horizons and outperforms other state-of-the-art architectures.
Moreover, our model is able to handle highly sparse data
in the dynamic input, as moving obstacles account for
significantly fewer grid cells than static or free space. The
proposed framework is evaluated on the real-world Waymo
Open Dataset [10].

II. RELATED WORK

A. Video Frame Prediction

Deep learning has been studied and used successfully
in spatiotemporal prediction problems in computer vision,
such as video frame prediction. The PredNet model learns
to predict future video frames by propagating the error
terms between predictions and targets vertically and laterally
within its recurrent ConvLSTM architecture [8]. The model
succeeds at predicting the movement of synthetic objects
and natural images from a camera on-board a vehicle. The
PredRNN++ [11] architecture addresses the difficulties in
gradient propagation for deep-in-time networks, which have
a high number of recurrent states between the input and
output. The advantage of deep-in-time networks is the im-
proved learning of spatial correlations and short-term video
dynamics [11]. The Memory in Memory (MIM) network [12]
architecture consists of several LSTM units where the forget
gate is replaced by a series of cascaded recurrent modules.
The model succeeds at predicting future video frames on
both synthetic and real-world datasets. In our proposed
environment prediction method, we make use of the PredNet
model [8] following previous work by Itkina et al. [4], and
due to its parameter efficient architecture.

B. Double-Prong Architecture

Double-prong architectures have been used previously
for spatiotemporal action recognition and traffic prediction
tasks [13], [14]. Simonyan et al. [13] develop a double-
prong model for action recognition, in which video frames
are decomposed into spatial and temporal components. The
spatial components consist of still video frames, while
the temporal components contain optical flow displacement
fields between consecutive frames. Each prong has a deep
convolutional neural network (CNN) architecture. Significant

improvements in action recognition accuracy are achieved
since the temporal inputs explicitly carry motion information,
eliminating the need for the model to perform implicit motion
estimation. Ke et al. [14] present a double-prong CNN model
capable of predicting multi-lane traffic speeds. Each prong
receives as input the traffic speed and volume data, respec-
tively, and learns to predict traffic flow for each individual
lane, outperforming a single-prong alternative. Following
the successes of these double-prong models, we consider
a double-prong architecture for our proposed environment
prediction model.

C. Occupancy Grid Prediction

In this paper, we study the problem of spatiotemporal envi-
ronment prediction using OGM representations. Senanayake
et al. [15] propose a theoretical framework for propagating
the uncertainty of nearby dynamic objects into the future
using reproducing kernel Hilbert space theory under a sta-
tionary ego vehicle assumption. Guizilini et al. [16] extend
this model to a moving ego vehicle, but do not predict
the local static environment beyond its FOV. Unlike these
methods, our approach does not assume a stationary ego
vehicle or keep the stationary areas of the environment fixed,
making it more relevant to real-world AV applications.

In contrast to these model-based approaches, several
works repurpose deep learning architectures designed for
video frame prediction to predict the environment instead.
Schreiber et al. [5] present an encoder-decoder framework
using a ConvLSTM [7] architecture to predict the future
environment represented as DOGMas. They introduce recur-
rent skip connections into the network to reduce prediction
blurriness. However, DOGMas require a particle filter to
estimate the cell-wise velocities, which are prohibitively
expensive to compute. Mohajerin et al. [6] introduce a
difference-learning-based recurrent architecture to extract
and incorporate motion information for OGM prediction.
However, unlike our work, they transform the OGMs into a
common frame to account for the motion of the ego vehicle.
Itkina et al. [4] study prediction of the future environment
using the PredNet [8] architecture with eOGM and DOGMa
data. They find that the PredNet model is able to learn
the local motion of the environment sufficiently well from
eOGMs without the additional dynamic state information
carried in DOGMas. However, dynamic objects still tend
to disappear at longer time horizon predictions. Our work
extends this approach by intelligently incorporating dynamic
information directly into the architecture. We aim to bring
direct focus to the dynamic components in the scene without
resorting to computing cell-wise velocity estimates.

III. APPROACH

This section describes our proposed framework for en-
vironment prediction, illustrated in Fig. 2. We form our
environment representation using range-bearing sensors (e.g.
LiDAR). We convert the point cloud data into eOGMs after
filtering out the points belonging to the ground using a
Markov Random Field (MRF) [17], as done by Itkina et
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Fig. 2: The pipeline for the proposed framework. The future static
and dynamic eOGMs are predicted using the double-prong model,
and then fused to form the complete eOGM prediction.

al. [4]. In order to extract the static and dynamic portions of
the environment, we identify moving objects from the filtered
point cloud data using a simple thresholding approach. We
then generate dynamic masks to construct the dynamic and
static eOGMs, which are fed as inputs into our model.
The model is trained on sequences of eOGMs, where a
given sequence of n frames consists of an input sequence
of k frames and a target sequence of n − k frames. Our
objective is to predict the future n − k frames given the
input sequence. Our approach is self-supervised as the target
labels are eOGMs at future time instances. We outline these
steps in further detail below.

A. eOGM Generation

We generate eOGMs following the process outlined in [4].
We discretize the local environment around the ego vehicle
into grid cells that have the possibility of being either
occupied or free, forming the frame of discernment: Ω =
{O,F} [2]. The allowable hypotheses are those included in
the power set of Ω, with the exception of the empty set:
{{O}, {F}, {O,F}}. The empty set is not possible because a
grid cell must be either occupied or free. We refer to {O,F}
as the occluded set representing lack of information. Each
allowable hypothesis is associated with its corresponding
Dempster–Shafer belief mass, which represents the degree
of occupancy belief in that cell [2]. The belief masses of all
allowable hypotheses should sum to unity for each grid cell.

eOGMs are in RW×H×C , where W , H , and C are
the width, height, and number of channels. The chan-
nels consist of the DST belief masses for the occupied
(m({O}) ∈ [0, 1]) and free (m({F}) ∈ [0, 1]) hypothe-
ses. The mass for the occluded set can be computed us-
ing m({O,F}) = 1−m({O})−m({F}). Prior to receiv-
ing sensor measurements, the eOGMs are initialized with
m({O,F}) = 1 (m({O}) = m({F}) = 0) for every cell to
reflect lack of information. The belief mass, mc

t , in cell c at
time step t can be computed by fusing the previous belief
mass, mc

t−1, with the newly received sensor measurement,
mc

t,z [9], according to the Dempster–Shafer update rule [2],

mc
t(A) = (mc

t−1 ⊕mc
t,z)(A) (1)

:=

∑
X∩Y=Am

c
t−1(X)mc

t,z(Y )

1−
∑

X∩Y=∅m
c
t−1(X)mc

t,z(Y )
,

∀A,X, Y ∈ {{O}, {F}, {O,F}},

where ⊕ is the DST fusion operator. To account for informa-
tion aging, we apply a discount factor to the previous belief
masses. We construct OGMs for easier visual interpretability
by converting the belief masses to estimated occupancy prob-
abilities using the pignistic transformation as follows [18],

p(O) = 0.5×m({O}) + 0.5× (1−m({F})). (2)

B. Dynamic Mask Generation

We identify the moving objects in the environment to split
the eOGMs into static and dynamic components. We assume
that we have access to the detected objects and their tracking
information, which is reasonable as AV perception systems
traditionally include on-board real-time object detection and
tracking capabilities. Each detected object can then be clas-
sified as either moving or stationary by comparing their
positions (bounding box centroids) between two consecutive
frames. If the change in positions is more than a threshold,
the object is determined to be moving. To account for the
speed differences between object categories, we use different
thresholds for pedestrians, cyclists, and vehicles. The sensor
points corresponding to the bounding boxes classified as
moving are then used to build the discretized dynamic masks,
Md ∈ RW×H . The moving object cells are set to 1, and 0
otherwise. The dynamic eOGMs are obtained by multiplying
the dynamic masks Md with the full eOGMs, whereas the
static eOGMs are obtained by multiplying with 1−Md.

C. Network Architecture

The nature of the eOGM prediction task is spatiotemporal.
Hence, our model uses a ConvLSTM [7] architecture in
the form of PredNet [8], following Itkina et al. [4], to
learn both the temporal and spatial patterns in the eOGM
data. However, our proposed double-prong model brings
direct focus to the dynamic objects in the scenes, explicitly
exploiting environment dynamics without using expensive
particle filtering to estimate cell-wise velocities.

We construct a double-prong model where each prong
consists of a reduced PredNet architecture [8] from the
original. The static prong takes as input the static eOGMs,
which contain only the globally static portions of the envi-
ronment, and learns to predict the future static eOGMs. We
note that the static environment has local motion relative to
the moving ego vehicle. Similarly, the dynamic prong takes
the dynamic eOGMs as inputs and outputs dynamic eOGM
predictions. The static and dynamic outputs are then fused
to produce the full eOGM predictions using the Dempster–
Shafer update rule [2] (Eq. (1)). Here, we combine the belief
masses from the static, mc

t,s, and dynamic, mc
t,d, predictions

for the same time instance: mc
t(A) = mc

t,s ⊕mc
t,d(A)∀A ∈

{{O}, {F}, {O,F}}. The OGMs are computed for analysis
from the eOGMs using Eq. (2).

D. Training Loss

The dynamic eOGMs are naturally highly sparse as there
are often far fewer grid cells with moving objects than static
objects and structures. Our training loss is thus a weighted



combination between the loss from the dynamic predic-
tions, Ld, and that from the full eOGM predictions, Lf ,

L = Ld + αLf . (3)

The full and dynamic eOGM losses per frame at a given time
step are computed as the absolute errors (AE) in each cell c
between the target belief mass mc

t and the predicted belief
mass m̂c

t for the occupied ({O}) and free ({F}) channels,

Lt,f (A) =
1

W ×H

W×H∑
c=1

| mc
t(A)− m̂c

t(A) | (4)

Lt,d(A) =

W×H∑
c=1

|M c
dm

c
t(A)− m̂c

t,d(A) | (5)

∀A ∈ {{O}, {F}},

where Md is the dynamic mask. Here, Lt,f (A) is the spatial
mean of the AEs, whereas Lt,d(A) is calculated as the spatial
sum of the AEs. We find that this prevents the dynamic prong
from simply predicting zero occupancy for every cell given
the highly sparse dynamic eOGM inputs. The losses Lt,f (A)
and Lt,d(A) are averaged over the channels and the time
prediction horizon to compute Lf and Ld, respectively.

IV. EXPERIMENTS

A. Data Generation

We generate the eOGMs from LiDAR data in the Waymo
Open Dataset [10], which includes a wide variety of scenes
under different driving and weather conditions. The dataset
contains 1, 950 driving segments of 20 s each collected at
10 Hz. The objects are tracked and labeled as vehicles,
pedestrians, cyclists, or signs with associated 3D bounding
boxes and tracking IDs. To generate our training data, we
subsample the Waymo dataset for frames that contain moving
objects as, otherwise, the data is largely stationary, and we
are interested in learning dynamic predictions.

After filtering out the ground points from the LiDAR
point clouds [17], the eOGMs are generated as described
in Section III-A. We construct eOGMs with a width and
height of 128 cells and a 0.33 m resolution (approximately
42 m × 42 m), such that a reasonable FOV is covered, and
there is a sufficient number of cells representing each vehicle.
The ego vehicle is fixed at the center of every eOGM. Thus,
the eOGMs represent the ego vehicle’s frame of reference.

The moving components in the environment are identified
as described in Section III-B. We make use of the provided
object labels and their tracking information to determine the
changes in positions of the detected objects between frames.
We empirically choose the speed thresholds: 1.4 m s−1 for
vehicles and 0.8 m s−1 for pedestrians and cyclists. These
values correspond to the approximate minimum speeds that
we perceive the objects to be moving while also allowing for
sensor reading errors. Since the data is sampled at 10 Hz, we
classify the objects to be dynamic when the change in object
positions between two consecutive frames is greater than
0.14 m for vehicles and 0.08 m for pedestrians and cyclists.

B. Experimental Details and Baselines

The inputs to our double-prong model are the static and
dynamic eOGMs and the outputs are the complete eOGM
predictions. We arrange the eOGMs into sequences of 20
consecutive frames each, representing 2 s of driving data. The
model is trained to predict the future 15 eOGM frames (1.5 s)
based on an input of the past 5 eOGM frames (0.5 s) in the
same sequence. We have 3061, 780, and 1071 sequences for
training, validation, and testing, respectively. Before training
the model to predict the next 15 frames from the past
5 frames, we first train the model to predict the eOGM
at the next time step (0.1 s) given the current eOGM, as
suggested by Lotter et al. [8]. The model is then fine-tuned to
recursively predict the next 15 eOGM frames by initializing
the weight parameters from the previous training. The static
and dynamic prongs consist of 3 and 2 PredNet layers,
respectively. We use 2-dilated convolution in the second layer
of the dynamic prong. The network is trained using the Adam
optimizer [19] with a starting learning rate of 0.00001 for a
total of 60 epochs with 2000 samples per epoch for each
training stage. We found that removing the denominator
in the Dempster–Shafer update rule (Eq. (1)) when fusing
the static and dynamic predictions results in better training
stability. We adjust for this normalization post-training when
evaluating our model. We set α = 10 in the loss (Eq. (3))
based on validation set performance.

We baseline our proposed double-prong model results
against three video frame prediction architectures, namely
PredNet [8], MIM [12], and PredRNN++ [11]. The number
of layers in the baseline models is reduced from the original
architecture to 3 so that the number of parameters is of
the same order of magnitude as that of our model for fair
comparison.

V. RESULTS

This section presents the findings from our proposed
model and considered baselines for environment prediction.
We perform our analysis on OGMs, obtained using Eq. (2),
rather than eOGMs for easier interpretability.1

A. Qualitative Results

Fig. 3 illustrates example predictions for two driving
scenes using our proposed double-prong model as compared
to the PredNet [8], MIM [12], and PredRNN++ [11] base-
lines. The top row depicts the 5 OGMs that the models
receive as inputs. The ground truth labels show target OGMs
at selected prediction times. The ego vehicle is fixed at the
center and is traveling to the right in the OGMs. Since
the OGMs are egocentric, the motion of other objects in
the environment is relative to the ego vehicle. Occupied,
occluded, and free cells are depicted in red, green, and blue,
respectively.

Fig. 3a shows a high-speed scene with vehicles moving
faster than the ego vehicle. There are six vehicles present in

1Our implementation is available at: https://github.com/sisl/
Double-Prong-Occupancy.

https://github.com/sisl/Double-Prong-Occupancy
https://github.com/sisl/Double-Prong-Occupancy
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Fig. 3: Example OGM predictions (red: occupied, green: occluded, blue: free) at of 0.1 s, 0.5 s, 1.0 s, and 1.5 s ahead. Fig. 3a shows an
example scene with multiple vehicles moving straight at high speeds. Fig. 3b shows an example scene of multiple vehicles moving through
an intersection. In both scenes, our model retains dynamic objects in the prediction for longer prediction horizons than the baselines.

the scene, excluding the ego, that are heading to the right in
the OGMs. Our model is able to retain all the vehicles in
the predictions and accurately capture their motions.

We first consider the three vehicles behind the ego ve-
hicle (left side in the OGMs). Two of these vehicles are
shown with long trails, representing uncertain information
and indicating that they are moving at relatively high speeds.
The third vehicle only starts to appear in the frame in the
input OGMs. Our model retains these vehicles for the 1.5 s
prediction horizon, and accurately predicts their motions. It
is able to extrapolate the shape and speed of the partially out-
of-range vehicle (circled in the OGMs). We hypothesize that
similar examples of partially out-of-range vehicles appeared
in the training data, allowing the network to learn this
behavior. Although the MIM network, which is more than
three times larger than our model, also retains these vehicles,
it does not capture the motion of the top vehicle (circled in
the OGMs) as accurately. Both PredNet and PredRNN++ fail
to retain the top vehicle in their predictions.

We now consider the remaining three vehicles in front of
the ego vehicle (right side in the OGMs). The middle vehicle
moves beyond the borders of the OGMs (in ground truth
frames at t = 1.0 s, 1.5 s). Our model accurately predicts the
motion of these vehicles, including the vehicle that moves out
of the frame, whereas they vanish in the baseline predictions.

Fig. 3b is an example scene with multiple vehicles moving
through an intersection. We first consider the vehicle that is

making a left turn (circled in the OGMs). Our model is able
to retain the vehicle and predict its accurate position, but is
not able to predict its turning orientation. We hypothesize that
due to the straight motion of the vehicle in the input frames,
our model predicts that the vehicle would keep going straight.
The ability to predict the turning motion would require
modeling the multimodality in the predictions to incorporate
many possible vehicle trajectories, which is beyond the scope
of our paper, but is a promising avenue for future work. One
such possible trajectory is that the vehicle continues to drive
straight, which is the prediction of our model. In comparison,
the turning vehicle vanishes in the predictions of all other
baseline models. Our model is able to capture the structure
and relative motion of both of the remaining vehicles in the
intersection and the static environment for longer prediction
time horizons as compared to the baseline methods. Thus,
our qualitative results demonstrate that our proposed double-
prong architecture successfully learns to predict the relative
motion of both the vehicles and the static environment in
cluttered driving scenarios.

B. Quantitative Results
To quantitatively evaluate the prediction performance of

our model, we use the per grid cell mean squared error
(MSE) and the per frame image similarity (IS) [20]2 metrics

2We use this IS implementation:
https://github.com/BenQLange/Occupancy-Grid-Metrics.
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Fig. 4: Our model outperforms baseline approaches across the MSE, Dynamic MSE, and IS metrics over the prediction horizon. Lower
is better. Note that the per grid cell standard error is too small to be visible in the MSE plots.

TABLE I: Our model outperforms all baselines across the MSE, Dynamic MSE, and IS metrics on OGM predictions. Lower is better.

Models Parameters ×106 MSE ×10−2 Dynamic MSE×10−3 IS

Ours 1.8 3.17± 0.0007 2.03± 0.0002 5.86± 0.058
MIM [12] 6.8 3.41± 0.0007 2.23± 0.0002 6.86± 0.066
PredRNN++ [11] 1.8 3.45± 0.0008 2.38± 0.0002 7.08± 0.070
PredNet [8] 1.2 3.50± 0.0008 2.53± 0.0003 7.58± 0.074

between the predicted and the target OGMs. The MSE metric
is used to measure how well each predicted cell’s occupancy
probability corresponds to its ground truth value. The IS [20]
metric is used to measure how well the structure of the scene
is maintained in the predictions.

Fig. 4a shows the plot of the MSE versus the prediction
time step for all models up to 1.5 s ahead. The MSE values
increase with the prediction time horizon, as expected due
to the accumulation of prediction errors. Our model has
the lowest MSE for all time steps. The improvement in
model performance becomes very apparent when we isolate
the moving object predictions. We compute the MSE for
the grid cells corresponding to the dynamic objects, termed
dynamic MSE, at each prediction time step, as shown in
Fig. 4b. We apply the same dynamic masks that we use
to split the eOGM data to the target and predicted OGMs,
then calculate the MSE. Our model outperforms the baseline
methods in dynamic object predictions, exhibiting consistent
performance with the results observed in Fig. 3.

Fig. 4c shows the plot of the IS metric versus time step on
the complete OGM predictions. IS considers the Manhattan
distance between the two closest cells of the same class
(among occupied, free, and occluded classes) between the
target OGMs and the predictions [20]. Therefore, the lower
the IS metric, the better the predictions. Fig. 4c shows that
our model has the lowest IS for all prediction time horizons
outside of standard error, indicating that it more accurately
predicts the structure of the scenes than baseline techniques.

Table I shows the averaged MSE, dynamic MSE, and
IS metrics over the 15 prediction time steps. Our model
performs better than the baseline methods across all metrics.
The MIM [12] network generally performs better than the

other two baselines, while having the highest number of
model parameters. Our model outperforms the MIM [12],
PredRNN++ [11], and PredNet [8] baseline methods in MSE
by approximately 7.0%, 8.7%, and 9.4%, respectively. We
posit that the significant performance improvement achieved
by our proposed, parameter-efficient double-prong architec-
ture can be attributed to learning the predictions for the glob-
ally static and moving parts of the environment separately.
Thus, we are able to effectively incorporate the dynamic
scene information directly into our prediction model.

VI. CONCLUSIONS
We present a double-prong deep neural network architec-

ture for local environment prediction. Our model successfully
incorporates the environment dynamics directly within its
architecture to improve prediction performance on real-world
data. The proposed model is able to accurately predict the
motion of sparse dynamic objects for longer prediction time
horizons, thus, reducing predicted object disappearance, as
compared to baselines methods. Our model is also able to
maintain the structure of the environment through egocentric
motion. Since the main assumption in our work is that we
have access to tracking information, for future work, we
can extend our model to include both object detection and
tracking capabilities. Another promising avenue for future
work is modeling the multimodality in the predictions.
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