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Abstract— We present a novel approach to interactive 3D
object perception for robots. Unlike previous perception algo-
rithms that rely on known object models or a large amount of
annotated training data, we propose a poking-based approach
that automatically discovers and reconstructs 3D objects. The
poking process not only enables the robot to discover unseen
3D objects but also produces multi-view observations for 3D
reconstruction of the objects. The reconstructed objects are
then memorized by neural networks with regular supervised
learning and can be recognized in new test images. The
experiments on real-world data show that our approach could
unsupervisedly discover and reconstruct unseen 3D objects
with high quality, and facilitate real-world applications such
as robotic grasping. The code and supplementary materials
are available at the project page: https://zju3dv.github.
io/poking_perception/.

I. INTRODUCTION

3D object perception plays a crucial role in computer
vision and robotics, with numerous real-world applications,
such as grasping, manipulation, and scene understanding.
Most existing methods for object perception either rely on
known object models or a large number of annotated data
for training. Since these approaches are costly and limited
to a single object instance or a few categories presented in
the training data, they are hardly applicable in real-world
scenarios, where many unseen objects may exist. Imagine
that a robot enters a new environment containing some
objects it has never seen before, how would it perceive the
3D objects for subsequent operations?

Typically, humans understand their surroundings through
interactive perception. By interacting with objects in the
scene, such as pushing, grasping, or poking, they can identify
the objects and build their 3D representations, which finally
serve as a knowledge base to recognize them once presented
again. In this work, we present a novel system that imitates
this human behavior. As shown in Fig. 1, 3D object discovery
is achieved by poking, which enables the system to handle
unseen 3D objects regardless of their shapes, appearances,
categories, and poses. The poking process generates multi-
view observations for the 3D objects by motion, which are
used to reconstruct 3D object models. The reconstructed
models are then memorized through neural networks, which
are used for object recognition on new test images.

Specifically, given a scene with several unseen objects, we
first generate object proposals through point cloud clustering
based on geometric assumptions, which are then examined by
poking with a robot arm. The poking process prunes immov-
able object proposals and generates multi-view observations
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Fig. 1. The proposed system for 3D objects perception. The poking
process not only enables the system to discover unseen 3D objects but also
provides multi-view observations for object reconstruction. Based on the
reconstructed object models, the objects are memorized by neural networks
for recognizing them on new test images.

of 3D objects. We then use implicit neural representation
learning to reconstruct the objects based on these multi-view
observations, which optimizes geometry, appearance, and
poses simultaneously to yield high-quality object models.
Finally, the reconstructed models are memorized through
training a detector or object pose estimator with images
rendered from the models. The memorization process allows
us to recognize and perceive these objects with only one for-
ward pass on a new test image, enabling various downstream
tasks in real-world applications, such as robotic grasping,
manipulation, and scene understanding.

We evaluate our system through experiments in real-
world scenes. The results show that our method can effec-
tively discover unseen 3D objects and reconstruct them with
high quality in terms of geometry, appearance, and poses.
Additionally, the memorized object models enable precise
detection and pose estimation of the objects on new test
images.

II. RELATED WORK

Interactive perception. Currently, most 3D perception tasks
are passive, such as object detection [1]–[3], object pose
estimation [4, 5], object reconstruction [6, 7], etc. These
methods either rely on known object models or large amounts
of annotated data for training, which limits their applicability
in the real world. In contrast, several recent works in robotics
propose to learn from interaction with the environment [8].
[9] learns to map poking to object motion by random
poking and recording the change in the visual state of
the world. [10, 11] learn the object-centric representation
to build the mapping between physics actions and visual
observations. DensePhysNet [12] and DSR-Net [13] are most
relevant to ours. DensePhysNet [12] proposes to perform
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a few dynamic interactions with objects to learn a dense
object representation, and DSR-Net [13] proposes to use
interactive perception to discover, track, and reconstruct
objects simultaneously. However, relying on a set of pre-
defined object categories or models for training limits their
abilities in generalizing to unseen objects. Recently, several
works in computer vision propose to discover and perceive
3D objects by motion. [14] and [15] propose unsupervised
training approaches to decompose the dynamic scene into the
background and several moving objects using motion cues.
However, all of them struggle with real-world scenes due to
the large gap between synthetic and real-world data in terms
of the visual complexity and diversity of object geometries
and appearances.

Robotic grasping. Traditionally, the simulator Graspit! [16]
generates a grasp through several analytical methods given
the object model. Recent works [17]–[24] propose learning-
based approaches to learn grasping from a large amount of
labeled data. Given a depth image as input, they predict the
grasp in an end-to-end manner to avoid the difficult problem
of reconstructing the high-quality object model. However,
the lack of reasoning of object properties, such as geometry
and semantics, limits their applicability in downstream tasks.
To tackle this problem, some methods propose to perform
object reconstruction and grasping simultaneously. [25] uses
the structure of the reconstruction network to classify the
successful rate of grasping and use it as the objective function
for continuous grasp optimization. The reconstruction could
be used to further avoid undesired contact during grasping.

3D reconstruction. Traditionally, the seminal work Kinect-
Fusion [26] proposes to first estimate the sensor pose using
a coarse-to-fine ICP algorithm and then perform TSDF fu-
sion [27] to obtain the object geometry. MaskFusion [28] and
MidFusion [29] perform instance segmentation before track-
ing and fusion to tackle the problem of reconstructing multi-
ple moving objects. Recently, implicit neural representation
learning has been widely used in the 3D reconstruction.
NeRF [30] is a pioneer work that proposes to use an MLP to
predict color and density for each 3D point, which is learned
by inverse volume rendering. VolSDF [31] and NeuS [32]
propose to predict Signed Distance Function (SDF) instead of
density to increase reconstruction quality. [33, 34] propose to
represent the scene with several neural radiance fields, each
representing a foreground object or the background, to enable
scene decomposition and editing. BaRF [35], NeRF-- [36],
and STaR [37] propose to jointly optimize the parameters
of neural radiance fields and the relative poses between
the object and the camera to reduce reliance on accurate
camera/object poses in real-world applications.

III. METHOD

Given a 3D scene with several objects, our goal is to
enable a robot to perceive the existence and poses/geometries
of the objects which are never seen before. Our pipeline
consists of three stages: we first discover the 3D objects by

poking (Sec. III-A), then reconstruct the 3D objects (Sec. III-
B), and finally memorize them for recognition on new test
images (Sec. III-C).

A. Object discovery by poking

We start by describing the poking process that discovers
the objects in the scene and provides input to the reconstruc-
tion module.

The poking process consists of two stages. The first stage
generates object proposals in the scene, which are then poked
and examined in the second stage.

Since there exist infinite poking trajectories without any
prior of object locations, we propose to first generate some
object proposals and then examine them to reduce the poking
search space which is analogous to the Region Proposal
Network (RPN) in object detection [2, 38]. Specifically,
assuming that objects are always lying on a plane, we first
perform plane segmentation and then cluster the point clouds
above the plane to obtain the object proposals. The object
proposals are then examined by poking and the ones which
cannot be moved will be treated as negative proposals and
pruned.

After generating object proposals, a robot arm pokes each
object and the process is recorded using an RGB-D camera.
The design of poking trajectory only needs to ensure the
objects to be viewed from an adequate number of viewpoints
and avoids occlusions from the robot arm, which is achieved
by performing multiple iterations of poking in a clockwise
direction. The details of the heuristic-based poking policy
are described in Algorithm 1 of the supplementary material.
Discussion. The utilization of learning-based grasp detection,
where a neural network is employed for grasp detection
followed by object grasping and scanning, is an intuitive
alternative for object discovery in robotics. However, this
approach is plagued by several limitations: 1) Learning-based
grasp detection is limited to the training domain and may fail
on unseen objects and even damage the fragile objects; 2)
Some objects may be too large to be grasped; 3) Grasping
may occlude the object and make the complete reconstruction
difficult. In contrast, poking is neither limited by object
categories or sizes nor does it introduce severe occlusion.
Another alternative is to obtain multi-view observations by
moving a camera instead of moving the objects in the
scene. However, this approach has difficulty in segmenting
objects from the scenes with complex backgrounds or when
the objects are close to each other. Moreover, it cannot
eliminate the occlusion between objects. In contrast, our
method effectively reduces occlusion, prunes the negative
object proposals and ensures the correct number of objects
thanks to the poking process.

B. Object reconstruction

1) Decomposed neural radiance fields: Given the RGB-D
video recorded in Sec. III-A, we devise an implicit neural
representation-based approach to reconstruct the objects.

NeRF [30] represents a scene with a neural radiance field.
Taking as input a 3D point x and a viewing direction d, a



multilayer perceptron (MLP) is used to produce the density
σ and color c of the point x. Then the pixel color along a
ray is computed using volume rendering:

Ĉ(r) =

N∑
i=1

Tiαici, (1)

where N is the number of 3D points along the ray r,
r(t) = o + td is a ray with origin o and direction d,
αi = 1 − exp(−σiδi), Ti = exp(−

∑i−1
j=1 σjδj) is the

accumulated transmittance along the ray, and δi = ti+1 − ti
is the distance between neighboring samples along the ray.

As a single neural radiance field could only represent one
static scene, we propose to represent our dynamic scene with
a decomposed neural radiance field, in which each sub-field
represents a rigid part in the scene (the background or an
object) similar to [34, 37].

Meanwhile, since there is no surface constraint in the
NeRF representation, we follow VolSDF [31] to represent
the object neural radiance field as SDF and color for high-
quality reconstruction.

Denoting F bΘ as the background NeRF, F kΘ as the k-th
object VolSDF (k = 1, · · · ,K), and ξkt ∈ se(3) as the pose
of the k-th object at frame t, for a point x with viewing
direction d, the color and density are computed as follows:

c(x)
b
, σ(x)

b
= F bΘ(x,d), (2)

c(x)
k
, d(x)

k
= F kΘ(xo,d), (3)

σ(x)k =


1
β

(
1− 1

2 exp
(
d(x)k

β

))
if d(x)k < 0

1
2β exp

(
−d(x)k

β

)
if d(x)k ≥ 0,

(4)

where d(x)
k is the signed distance of point x, xo = (ξkt )−1x

is the transformed point from the world coordinate to the
object coordinate, and β is a learnable parameter.

Then, the pixel color Ĉ(r) and depth D̂(r) can be com-
puted as follows:

Ĉ(r) =

N∑
i=1

Ti(α
b
ic
b
i +

K∑
k=1

αki c
k
i ), (5)

D̂(r) =

N∑
i=1

Tiαidi, (6)

where K is the number of neural radiance fields, σ̄i = σbi +∑K
k=1 σ

k
i is the composed density of all the neural radiance

fields for point xi, αi = 1− exp(−σ̄iδi), αki =
σk
i

σ̄i
αi, αbi =

σb
i

σ̄i
αi, and di is the depth of the point xi.
2) Optimizing neural radiance fields and object motion:

During optimization, we jointly optimize the parameters of
the neural radiance fields F bΘ and F kΘ and the object poses
ξkt .

Given the rendered pixel color Ĉ(r) and depth D̂(r), we
compute the color loss and depth loss as follows:

Lc =
∥∥∥Ĉ(r)− C(r)

∥∥∥ , (7)

Ld =
∥∥∥D̂(r)−D(r)

∥∥∥ , (8)

where ‖·‖ is the 1-norm, C(r) and D(r) are the ground-truth
color and depth of ray r.

Moreover, we apply the Eikonal loss [39] to encourage
d to approximate a signed distance function as suggested
in [31].

Lsdf = Ez(‖∇d(z)‖ − 1)2, (9)

Since the object and the background are in contact, we
find it hard to decompose them especially with textureless
background due to its motion ambiguity. Inspired by [40], we
propose the following sparsity loss to solve this problem:

Lsp = wsp |1− exp(−σi)| , (10)

where wsp = exp(−w ·max(zm − zi, 0)) is the loss weight
of the sparsity loss, σi and zi are the density and depth of a
point xi on a ray r, zm = max

t
{Dt

r} is the maximum depth
of the ray r across all the frames, and w is a weight decay
parameter.

The sparsity loss encourages the density of the object
VolSDF to be small, and wsp assigns different weights for
points with different distances to the background surface.
Intuitively, the points on and farther than the background
surface are assigned a large loss weight, while the points
nearer than the background surface are assigned a small one.
This design eliminates the density of objects in unobserved
and ambiguous spaces and reduces the effect of the sparsity
loss on the spaces nearer than the background surface.

Combining the above terms, the total loss function is

L(Θb,Θo, ξo) = w1Lc + w2Ld + w3Lsdf + w4Lsp. (11)

Once the object neural radiance field is optimized, the
object mesh is extracted with the marching cubes [41]
operation, and the vertex colors are obtained by averaging the
radiance at the vertex positions under all view directions in
the input video. The segmentation mask could be rendered by
setting the radiance of the object VolSDF to 1 and the density
of the background NeRF to 0. This representation allows the
network to optimize the segmentation mask implicitly and
leads to a more accurate segmentation mask as demonstrated
in Sec. IV-B.
Sampling strategy. Since the region of the objects is rel-
atively small compared to the entire image, we design a
foreground sampling strategy for faster convergence. Repre-
senting Nr as the number of pixels to sample over an image,
we propose to sample N/2 pixels within the object mask and
the rest N/2 pixels over the entire image.

Moreover, we find it difficult to decompose the robot
arm and objects since they are in contact during the poking
process. To restrict the impact of the robot, we propose not
to sample pixels within the robot mask, which is obtained by
rendering the robot arm model with its pose in each frame.
Training strategy. To avoid local optima when jointly
optimizing the object poses and the neural radiance fields,
we initialize the object masks and poses and propose a
stage-wise training strategy. The object mask is initialized



Reconstructed 
object model PVNet

Render Training

…

train pvnet

Synthesized images

Fig. 2. The training pipeline for PVNet based on the reconstructed
object model. The background of the synthesized images are randomly
chosen from the ScanNet dataset.

as the set of pixels whose optical flow norm is larger than a
threshold. The object poses are computed with scene flow
within the object mask and Least-Squares estimation fol-
lowed by Iterative Closest Points (ICP) for refinement. The
optimization process is divided into 3 stages as follows. First,
the background NeRF is initialized by sampling outside the
robot arm mask and the object mask. Second, the foreground
object VolSDF is initialized by sampling only within the
object mask and the object poses are fixed. Finally, the neural
radiance fields and the object poses are jointly optimized.

C. Memorizing the 3D objects

The next step following the reconstruction is to memorize
the 3D objects so that they can be rapidly recognized on
new test images. Here, we use the PVNet [4] to demonstrate
how to learn an object pose estimator based on the recon-
structed object model. Taking an RGB image as input, PVNet
predicts the 2D keypoint positions using pixel-wise voting
and computes the object pose with a Perspective-n-Point
(PnP) solver [42]. As shown in Fig. 2, the training images
for the PVNet are obtained by rendering the reconstructed
model at a large number of object poses. At inference time,
ICP is used to refine the predicted object pose by aligning
the reconstructed object model and the point cloud back-
projected from the depth image to improve the object pose
accuracy.

D. Applications

The perception of objects can be applied to many down-
stream tasks. Here, we use robotic grasping as an example.
To grasp an object with a gripper, the relative pose between
the gripper and the base of the arm is computed as follows:

Tgb = TgoTocTcb, (12)

where Tgo, Toc, and Tcb are the relative poses between the
gripper and the object, the object and the camera, and the
camera and the base of the arm, respectively. As shown in
Fig. 3, given the reconstructed object model, we use the
analytic method Graspit! [16] to compute Tgo and PVNet [4]
to estimate Toc. Tcb is obtained via hand-eye calibration. The
details can be found in the supplementary material.

Reconstructed 
object model Grasp pose

Object pose Real-world grasping

Grasp 
generation

New test image PVNet

Real-world grasp

Fig. 3. Real-world grasping pipeline based on the reconstructed object
model. Graspit! is used to generate a grasp pose given the reconstructed
object model in the object coordinates and the trained PVNet is used to
estimate the object pose on the new test image.

E. Implementation Details

Poking. We choose to perform 4 poking actions for each
object as we empirically find this number enough to observe
objects in sufficient views to obtain a complete perception.
Other details of the poking process are in the supplementary
material.

Reconstruction. During reconstruction, we use a batch size
of 1024 rays, each sampled at 192 coordinates uniformly.
2 Adam optimizers with the learning rates decaying from
1e-3 and 5e-4 are used for the object poses and the neural
radiance field parameters, respectively. The 3 stages cost
10000, 10000, and 50000 iterations, respectively. The loss
weights are set to w1 = 1,w2 = 1,w3 = 0.1, w4 = 2e-5, and
w is set to 200.

Memorization. We synthesize 10000 images to train the
PVNet. The object poses are sampled over 30 semi-spheres
with different distances to the object. The background images
are selected from the ScanNet dataset [43]. To increase the
generalization ability of the PVNet, both the synthesized
images and the images in the recorded video are used during
training.

Grasping. The grasp poses are generated by the Graspit! [16]
simulator and the one orienting downward is selected for
real-world grasping to avoid collision between the gripper
and the plane.

IV. EXPERIMENTS

A. Data collection

We capture a real-world RGB-D video to evaluate our
method, where a cat, a duck, and a coffee box are put
on a table. The video consists of 665 frames. To increase
efficiency, we drop the frames with no moving objects,
resulting in a 166-frame video. The image resolution is
1344×648. The ground-truth models for the cat and the
duck are provided by the LINEMOD dataset [44], while the
coffee box is represented by a cube with manually-measured
sizes. The ground-truth object poses are obtained by aligning
the object models with the RGB-D point clouds. A mesh



renderer is used to produce the ground-truth segmentation
masks with the ground-truth object poses and the object
models. We recommend watching the supplementary video
for the collected data.

B. Object reconstruction evaluation

We use MaskFusion [45] as the baseline for object recon-
struction. Since [45] cannot perform instance segmentation
for unseen objects, we use the initialized masks introduced
in Sec. III-B as the masks for them.

Tab. I compares our method with the baseline in terms
of object pose accuracy. We report the mean and maximum
of rotation and translation errors. Our method outperforms
the baseline by a large margin, particularly in the maximum
rotation errors for the cat and the duck, where we improved
by about 20 degrees. Our method jointly optimizes the object
poses and segmentation masks for all frames, eliminating
accumulated error even for textureless objects, which is not
possible with ICP used in [45].

Object Method Rotation (degree) Translation (cm)

cat
MF 11.914 / 30.074 1.676 / 4.684
Ours 4.391 / 8.003 0.452 / 1.168

box
MF 2.060 / 3.948 0.712 / 1.452
Ours 1.569 / 4.282 0.596 / 1.716

duck
MF 14.144 / 31.871 3.728 / 8.212
Ours 4.070 / 12.743 1.116 / 3.388

TABLE I
OBJECT POSE COMPARISON BETWEEN MASKFUSION (MF) AND

OURS. WE REPORT MEAN ERROR / MAXIMUM ERROR OVER THE ENTIRE

VIDEO.

Object Method C.D. ↓ F-score ↑ N.C. ↑ Mask IoU ↑

cat
MF 0.173 0.836 0.579 0.708
Ours 0.051 0.926 0.818 0.839

box
MF 0.705 0.783 0.657 0.762
Ours 0.051 0.937 0.823 0.790

duck
MF 0.177 0.812 0.587 0.674
Ours 0.035 0.963 0.854 0.771

TABLE II
3D GEOMETRY COMPARISON BETWEEN MASKFUSION (MF) AND

OURS. C.D. IS CHAMFER DISTANCE. N.C. REPRESENTS NORMAL

CONSISTENCY.

Tab. II and Fig. 4 compare the results of object reconstruc-
tion and segmentation masks between our method and the
baseline. Our method outperforms the baseline in all metrics
and produces higher-quality segmentation masks, especially
for the cat and the duck. This improvement is due to the joint

Fig. 4. Qualitative comparison between MaskFusion and the proposed
method. The color indicates surface normal.

Fig. 5. Qualitative results of object pose estimation on new test
images. The estimated bounding boxes are shown in blue. Please refer to
the supplementary video for more visualization results.

optimization of object geometry and object pose, leading to
globally consistent results.

C. Object memorization evaluation

To evaluate object memorization, we perform object pose
estimation using the trained PVNet on new test images. Some
visualization results are shown in Fig. 5, where the PVNet
precisely estimates the object poses.

D. Real-world grasping

We perform a real-world robotic grasping task using a
parallel gripper to grasp objects placed on a plane. The
results, depicted in Fig. 6, show that the cat and the duck
are successfully grasped. Due to its size, the coffee box
could not be grasped from the top and is not included in
the demonstration.



Fig. 6. Real-world grasping of the cat and the duck. Please refer to the
supplementary video for the entire grasping process.

E. Ablation

In this section, we conduct ablation experiments to analyze
the effectiveness of several designs in our method. The
results of the object pose evaluation and the visualization
results for the cat are shown in Tab. III and Fig. 7, respec-
tively.

The sparsity loss. To validate the benefit of the sparsity loss,
we perform optimization without sparsity loss and extract the
object mesh. As visualized in Fig. 7 (b), our method cannot
decompose the object and the background correctly without
the sparsity loss due to the motion ambiguity of the texture-
poor background.

The foreground sampling strategy. To measure the ef-
fectiveness of the mask sampling strategy, we evaluate the
performance of the proposed method with a random sampling
strategy. As shown in the second line in Tab. III and Fig. 7
(c), the optimization could not focus on the object region
and thus produce very coarse results.

The stage-wise training strategy. To measure the effec-
tiveness of the stage-wise training strategy, we evaluate the
performance of the proposed method with stage 3 only.
Comparing the first line and the third line in Tab. III shows
that the proposed method cannot decompose the foreground
objects and the background correctly without initializing the
radiance fields in stage 1 and stage 2.

V. LIMITATION

There are several directions to improve our system. First,
the accuracy of depth scanning is a challenge, particularly
for glossy or transparent surfaces. This leads to errors in
object pose initialization and affects the accuracy of depth

Rotation (degree) Translation (cm)

full 4.390 / 8.003 0.452 / 1.168

w/o stage-wise training 18.421 / 44.382 3.820 / 9.000

w/o foreground sampling 9.417 / 30.385 1.056 / 4.160

TABLE III
ABLATION STUDY. WE REPORT MEAN ERROR / MAXIMUM ERROR FOR

THE CAT OVER THE ENTIRE VIDEO.

(a) (b)

(c) (d)

Fig. 7. Ablation study. Reconstructed models of the full version of the
proposed method (a), without applying sparsity loss (b), without foreground
sampling (c), and without stage-wise training strategy (d) are visualized.

supervision during optimization. Second, the current recon-
struction and memorization processes are time-consuming,
which can be potentially addressed with faster reconstruction
methods [46]–[48] and pose estimation methods that do not
require training [49]–[51].

VI. CONCLUSIONS

In this paper, we proposed a new system for unseen
3D object perception. The key idea is to perform poking
to discover 3D objects in the scene and then reconstruct
the 3D objects based on the multi-view observations from
object motion. The reconstructed models can be then utilized
to train neural networks for object recognition in new test
images. Our method achieved successful 3D object discovery
and high-quality reconstruction in real-world scenarios, as
demonstrated by experimental results. The learned neural
networks can be directly applied in downstream tasks like
robotic grasping, manipulation, and scene understanding.
We believe that our system presents a promising approach
towards the practical deployment of robots in real-world
environments.
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