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Abstract— This work proposes a new framework for a
socially-aware dynamic local planner in crowded environ-
ments by building on the recently proposed Trajectory-ranked
Maximum Entropy Deep Inverse Reinforcement Learning
(T-MEDIRL). To address the social navigation problem, our
multi-modal learning planner explicitly considers social interac-
tion factors, as well as social-awareness factors into T-MEDIRL
pipeline to learn a reward function from human demonstra-
tions. Moreover, we propose a novel trajectory ranking score
using the sudden velocity change of pedestrians around the
robot to address the sub-optimality in human demonstrations.
Our evaluation shows that this method can successfully make
a robot navigate in a crowded social environment and outper-
forms the state-of-art social navigation methods in terms of the
success rate, navigation time, and invasion rate.

I. INTRODUCTION

Robotic technology has enabled the development of So-
cially Assistive Robots (SARs) to assist humans in various
social contexts [1].

Recently, service and guide robots have been deployed in
museums [2], shopping malls [3] and airports [4], and are
becoming an irreplaceable part of our daily life. Assistive
robots are required to navigate in public spaces among people
in a safe and socially acceptable manner. This problem is
known in literature as social navigation [5], [6].

The main challenge in social navigation is to infer the
underlying social dynamics of humans in the scene [7]. This
problem is challenging because people’s walking speed and
direction can change, and it is hard to quantify different
social dynamics and integrate them into the robot planning
pipeline. In other words, the robot does not have access to the
scene context and such information is not directly observable
by its onboard sensors.

The work of [8]–[11] either treat everything on the way
as obstacles to be avoided or only take into account social
dynamics navigation behaviors but never both.

These single-modal methods do not support navigation in
complex, dynamic social environments. Inverse Reinforce-
ment Learning (IRL) in socially-aware navigation has been
applied to indoor service robots [7], [12]. Different from
classical methods, IRL-based planners can exploit multi-
modal reward function learning and use human demon-
strations to train the reward network; thereby, overcoming
the inconvenience and inefficiency of hand-designed reward
functions.
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Fig. 1: The left figure shows our Fetch robot navigating in the corridor of
the Naval Architecture and Marine Engineering building at the University
of Michigan while the right figure is the corresponding RViz visualization
of the augmented map. Red circles represent the personal space of the two
people. Blue bounding boxes are the output detection from YOLOv6. Grey
cells beneath the robot constitute the reward map. Orange dashed line is the
global path.

However, the state-of-the-art IRL-based social navigation
methods such as [7], [12] assume the demonstrations are op-
timal. Because people cannot access all information around
the robot and perfectly infer pedestrians’ intentions, this
assumption is not always satisfied in practice. Also, even
in some less crowded situations ensuring optimality in the
real world is still challenging, and the performance of these
methods often does not outperform the demonstrations.

In this paper, we propose a novel socially-aware dy-
namic local planner SoLo T-DIRL using Trajectory-ranked
Maximum-Entropy Deep Inverse Reinforcement Learning
(T-MEDIRL) [13]. Inspired by [7], [12], we extract features
from the social dynamics between robots and pedestrians and
unknown obstacle information in front of the robot. After
collecting demonstrations by an operator, we use the sudden
velocity change as a novel ranking score to address the sub-
optimality in human demonstrations.

The proposed planning pipeline can take social dynamics
and complex environmental information into account.

In particular, this work has the following contributions.

1) A novel socially-aware T-MEDIRL-based local planner
with multiple feature layers that can handle complex,
indoor dynamic and crowded scenarios.

2) A novel trajectory ranking score using the sudden ve-
locity change of pedestrians around the robot to address
the sub-optimality in human demonstrations.

3) The system has been evaluated and implemented in
a ROS [14] pipeline and is available for download at
https://github.com/UMich-CURLY/Fetch_IRL
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II. RELATED WORK

A. Socially-aware Navigation

In social environments, it is not sufficient for robots to
plan a collision-free path [15], [16]. The navigation behaviors
should consider the context of interacting with humans,
such as social norms [17]. In support of this claim, [9]
proposes a model-based method that employed the social
force model [18] in robot navigation. In [19], besides consid-
ering the pedestrian model, the authors also takes interactive
social information about human–objects and human group
interactions into planner design. Recent methods of local
planner design such as [10], [11], [20] use a socially-aware
reward function in a deep reinforcement learning framework
to accomplish planning tasks while maintaining a social
distance away from humans. However, one of the limitations
of these methods is that they fail to integrate other unknown
obstacles (e.g., chairs and tables) in the environment into
their reward function design. Another downside is the use of
a single-feature reward function, making their performance
highly dependent on the accuracy of human detection in
real-life applications. To overcome these limitations, we
propose a multi-modal local planner that considers both the
socially-aware factors and static as well as dynamic obstacle
information.

B. IRL-based Navigation

Instead of using a handcrafted reward function, MEDIRL-
based methods generate rewards from demonstrations that
can overcome the inaccuracy and incompleteness of forming
rewards by hand. This is especially useful for social naviga-
tion problem where handcrafting a reward for interaction is
hard. [21] presents MEIRL based on the principle of maxi-
mum entropy [22] and IRL [23] to find the policy with the
highest entropy subject to feature matching. [12] proposes
the structure of the IRL-based local planner in a crowded
environment. [7] successfully combines a learned human
cooperative navigation model and MEDIRL into socially
compliant mobile robot navigation. However, the IRL-based
methods highly rely on the quality of human demonstrations,
resulting in bad navigation performance if the latter are not
optimal. [13] proposes an energy-based trajectory ranking
loss in the training process of MEDIRL to eliminate the
effect of non-optimal and sub-optimal demonstrations. For
our proposed method, we extend the usage of T-MEDIRL to
the socially-aware navigation field using the sudden velocity
change of nearby people as the trajectory ranking loss. As
a result, our navigation model not only considers socially-
aware factors but is also less reliant on the quality of
demonstrations.

C. Human Trajectory Prediction

In this work, a human trajectory prediction module is used
as one of our feature layers to navigate the crowd safely
and plan a socially acceptable path. Some physics-based
methods generate the predicted trajectory by modeling peo-
ple’s motion using Newton’s second law [24]. [25] predicts
using a linear walking model and current velocity. [26] uses

a cyclist dynamic model which contains driving force and
resistant force from acceleration, inclination, rolling, and air
to predict people’s trajectory. However, these model-based
methods rely on the model’s accuracy and ignore the ran-
domness of people’s walking speed and directions. Recently,
a pattern-based method that can predict the trajectory by
discovering statistical behavioral patterns from the pedestrian
walking dataset is becoming popular. [27] proposed to pre-
dict trajectory by training adversarially against a recurrent
discriminator. We use Social LSTM [28] in one of our feature
layers to learn general human movement and predict their
future trajectories for our proposed navigation method.

This work creates a dynamic multi-modal local planner
that can handle socially-aware navigation tasks in a crowded
environment. The feature map used in our local planner
encodes different social dynamic information containing
social distance and people’s walking intentions. Moreover,
we choose sudden velocity change as the trajectory ranking
loss added to the training process to rank the demonstrations
and improve the performance of our reward model.

III. METHODOLOGY

We separate our work into offline training and online
planning. We construct a multi-layer feature map from sen-
sory information in the training part. Then we set different
navigation goals and navigate the robot through the crowd to
get demonstrations. After getting enough demonstrations, we
apply the T-MEDIRL algorithm to train our IRL model until
convergence. In the planning process, we get the reward for
each state for policy and value iteration to get a local policy
inside the grid. We then execute the policy and navigate the
crowd using a PID controller.

A. Problem Statement

We model the navigation problem as a three-layer process.
The first layer is a planner generating the order of navigation
goals that take the shortest time and distance by solving
an optimization problem [29]. The second layer is a global
planner outputting the waypoints from the robot to each
goal using a Voronoi-based planner [30]. The third layer is
our dynamic, socially aware local planner, which controls
the robot going through each waypoint while avoiding any
collisions with all obstacles and humans.

The navigation structure of our local planner can be
modeled as a Markov Decision Processes (MDP). An MDP
can be defined as a tuple M = {S,A, T , r, γ}, where S
represents the state space of the system, A represents the
action space, T is the transition probability, r is the reward
function and γ ∈ [0, 1) is the discount factor. The objective
of the MDP is to find an optimal policy π∗ : S → A that
maximizes the expected future reward:

π∗ = argmax E

[ ∞∑
t=0

γtr (t | π)

]
. (1)

For our problem setting, the state space, S, is defined as
local grid cells in front of the robot. Each cell in the grid
cells is one state in the state space. Thus, the number of



Fig. 2: The structure plot of the system. From the plot, our system is divided into training and planning parts. The gradient for training is constructed using
trajectory ranking loss and SVF difference. The reward network we use is a 3-layer fully-connected network whose input is feature map and the output is
reward map.

states equals the number of local grid cells. For example,
for a m×m grid, we will have m2 states. The action space,
A, is defined as a set of discrete actions that move from one
cell to its adjacent cells, i.e., A := {↑, ↓,←,→, stop}. The
action set can be easily extended to eight actions, including
diagonal directions. The transition probability T (s, a, s′) is
deterministic in our problem setting. In (2), the reward of
agents passing from one state to another is calculated using
a fully-connected neural network f with a set of parameter
θ whose input is the feature vector φ from that state. We
define the feature vectors φ : S ×A → Rn that map a state
and an action to an n-dimensional feature vector.

r(s, a) = f(φ(s, a); θ). (2)

B. T-MEDIRL

Maximum Entropy Deep Inverse Reinforcement Learning
is used to find a set of weights that maximize the total reward
of demonstrations. The IRL problem can be framed as MAP
estimation, which maximizes the joint posterior distribution
of observing expert demonstrations, D, under a given reward
structure and of the model parameters θ [31]. The joint log-
likelihood L is given by (3).

L(θ) = logP (D, θ|r) = logP (D|r) + logP (θ)

= LD + Lθ.
(3)

Equation (3) contains a data term LD and a model
regulariser Lθ. After applying the chain rule, the MEDIRL
gradient can be written as (4)

∂L
∂θ

=
∂LD
∂θ

+
∂Lθ
∂θ

=
∂LD
∂r
· ∂r
∂θ

+
∂Lθ
∂θ

= (µD − E[µ]) · ∂r
∂θ

+
∂Lθ
∂θ

.

(4)

µD is the average State Visitation Frequencies (SVF) cal-
culated from the training data. E[µ] is the expected SVF
calculated from the current prediction model.

Note that in the existing MEDIRL framework, the gradient

for training can only come from the difference between the
SVF of demonstrations and the current prediction model.
Hence, it highly relies on the quality of demonstrations. In-
spired by [13], we add a trajectory loss term to the MEDIRL
framework to solve this problem. As shown in Fig. 2, given
a set of demonstrations, the objective is to find a policy with
higher rewards for the high-ranked demonstrations. Instead
of using one demonstration to train in one epoch, we use two
demonstrations randomly chosen from the training dataset
and add a pair-wise trajectory ranking loss as

Lij = −
∑
ri<rj

log
exp rj

exp ri + exp rj
, (5)

where, ri, rj are the trajectory rewards for trajectories i, j
respectively. The trajectory reward is reliant on the behaviour
of the robot when it passes through the crowd since lack
of social-awareness can cause disruptions among the crowd
which are hard to define and measure quantitatively. To
extrapolate beyond the sub-optimal demonstrations and take
the negative effects into our trajectory loss design, we
propose to use the Sudden Velocity Changes Rate (SVCR) of
each demonstration for trajectory ranking in the T-MEDIRL
framework. The SVCR, εs, is defined as the number of
persons, ns, inside the grid cells whose velocity changes
exceed a threshold divided by the length of trajectory lR,
i.e., ε := ns

lR
.

For a crowded environment, using SVCR can help us
rank robot trajectories that are disruptive to the humans in
the scene and avoid reinforcing that behavior to our IRL
agent. The algorithm for calculating SVCR is shown in
Algorithm 1, and Table I shows the variables definitions.

C. Features Extraction

LiDAR and RGB-D camera can detect obstacle informa-
tion in the dynamic environment. We use this information
to construct four distinct feature layers: distance to the goal,
location of unknown static obstacles, predicted trajectory of



TABLE I: Variable Definition.
Variable Definition Variable Definition

vt,n
n-th pedestrian’s linear velocity
at time step t, vt,n ∈ R2 ωt,n

n-th pedestrian’s angular velocity
at time step t, ωt,n ∈ R2

vthrd
Linear velocity threshold for
judging velocity sudden change ωthrd

Angular velocity threshold for
judging velocity sudden change

S
The metric space of grid cells
in current demonstration lR

The length of trajectory
in current demonstration

N Total number of pedestrians εs The velocity sudden change rate

ns
The number of persons having sudden
velocity change within grid cells β

The gradient factor to control
the steepness of the function

φ(i, j) The feature value of cell at (i,j) α Adjustment factor

ρden
The crowd density around
one person within 0.2m dij

The distance between the cell
and the nearest person

γ
Discount factor for predicted
trajectory feature dsocial

The social distance of
the nearest person

t
The order of cells that
the trajectory extended to dij

The distance between the
cell and the nearest person

xt,n n-th pedestrian’s position at time step t, xt,n ∈ R2

Algorithm 1 Sudden Velocity Change Rate
Input: S, lR, xt,n, vthrd, ωthrd, vt,n, ωt,n, v(t−1),n, ω(t−1),n
Output: εs
ns ← 0 . Initialization
for t = 2 to T do

for n = 1 to N do
∆vt,n ← v(t−1),n − vt,n
∆ωt,n ← ω(t−1),n − ωt,n . Calculate linear and angular

velocity change
if xt,n in S then . Whether inside grid cells

if ||∆vt,n|| ≥ vthrd or||∆ωt,n|| ≥ ωthrd then . Whether
velocity changes exceed threshold

ns ← ns + 1
end if

end if
end for

end for
return εs ← ns

lR
. Normalization

people, and social distance feature layer. Besides the first
two features, which can help the robot navigate to the goal
without colliding with unknown obstacles, we use the other
two social-awareness features to make the robot take into
account social dynamics.

1) Distance to Goal feature: The distance to goal feature
is calculated between each cell and the nearest waypoint.
After normalization, this feature can be used to propose the
direction of navigation for the robot.

2) Unknown Obstacle feature: From the LiDAR informa-
tion, we can extract the unknown obstacle feature by using
Breshenham’s Algorithm. This feature can help the robot
avoid the static obstacles other than people.

3) Predicted Trajectory feature: Since humans are un-
likely to stand still in a public environment, adding their
walking intention and making the robot aware of the walking
direction are crucial to social navigation. The current IRL-
based method only uses the velocity and walking direction
of the nearby people in the feature map as a criterion for
judging their walking intention [7]. However, this feature is
based on the constraint that people walk at a constant speed
and fixed direction. To relax the constraints and fully use
the past trajectories and social context, we propose using
Social-LSTM [28] to predict these trajectories and encode
the trajectory information into one of our feature layers.

The spatio-temporal feature layer value is calculated ac-

Fig. 3: The trajectory prediction feature layer. The grey circle on the left
figure is one pedestrian about to pass through the grid cells in front of
the robot. The dash line is the trajectory predicted from social LSTM. The
middle figure contains the raw feature values calculated according to the
predicted trajectory. The figure on the right is the heatmap of the normalized
feature layer.

cording to the predicted trajectories from Social-LSTM algo-
rithm. As shown in Fig. 3, instead of setting the binary value
to each cell, we add a discount factor according to the order
of cells to which the trajectories extended. We calculate the
prediction feature of each cell using

φij = −
N∑
n=1

αnij · γt, (6)

αnij =

{
1 if the trajectory of n-th pedestrian in cell(i, j)

0 otherwise
.

(7)
See TABLE I for the variable definitions.

4) Social Distance feature: Social distance is the mini-
mum physical distance between two people who feel com-
fortable in a social context [32]. Keeping a good social
distance between robots and people is vital for socially aware
navigation. However, most RL-based methods [33] consider
the social distance as fixed, which can cause freezing-robot
problem [34]. Inspired by [10], we encode a resilient social
distance feature layer into our feature map for training. Since
people are more likely to be comfortable with others coming
closer in a high-density environment than in a low-density
environment, instead of treating social distance as a fixed
value, we treat the social distance of a person as a function
of the surrounding crowd density as

dsocial =
1.577

(ρden − 0.8824)0.215
− 0.967, (8)

[10] derives this equation by doing a curve fitting over the
Asia and Pacific Trade Center (ATC) dataset [35]. As shown
in Fig. 4, we add a social distance feature according to the
distance between individuals in the crowd and the robot as
well as the social distance of the people. In order to take
the social distance into our reward map, the feature value
function can be separated into two cases: one is inside the
social area, and the other is outside it. The feature value of
each grid cell is calculated below:

φij =

α×
dβij−d

β
social

dβsocial
dt ≤ dsocial

0 dt > dsocial

(9)



Fig. 4: The social distance feature layer. The big grey circle with red dash
line boundary is the social comfortable area of the person. The middle grid
cells represent the calculated feature layer. The figure on the right is the

heatmap of the normalized feature layer. φij = α×
d
β
i,j−d

β
social

d
β
social

.

IV. RESULTS AND DISCUSSION

Our evaluation can be divided into two parts: socially
aware feature evaluation and trajectory ranking loss eval-
uation. Sec. IV-A introduces our simulation environment
and training dataset. Sec. IV-B evaluates our socially aware
feature map by comparing our method with other socially
aware navigation methods. In Sec. IV-C, we evaluate the
trajectory ranking loss by comparing our method (SoLo
T-DIRL) with the original MEDIRL-based method (SoLo
DIRL).

A. Training and Simulation Setup

For the training of SoLo T-DIRL, we collect our data in
a Gazebo environment with several unknown obstacles and
random people walking around. The moving pedestrian sim-
ulator is the open source PedSim simulator [36] which uses
the social-force model to imitate pedestrians. The pedestrians
in that simulator have virtual sensors and can avoid dynamic
obstacles using the social-force model.

We randomly choose several different goals and generate
more than 100 demonstrations. We can generate feature maps
and their corresponding trajectories according to the demon-
stration data and different sensor information from LiDAR,
and an RGB-D camera. Our feature map size for training
is 3m×3m. When the robot moves through different grid
cells, we collect the number of sudden velocity change of
each demonstration for calculating trajectory ranking loss
in (5). The trajectory of each demonstration is also collected
for calculating SVCR combined with the number of sudden
velocity change. The size of grid cells is 3 × 3 whose
resolution is 1m /cell, and there is no overlapping between
two different grid cells.

B. Socially-aware Features Evaluation

To evaluate the socially aware factors, we let the robot
and people do a circle crossing in an open area, where all
the humans and robot are randomly positioned on a circle of
radius 4m and their goal positions are on the opposite side
of the same circle. In this scenario, the robot learns to avoid
taking risks to pass through the crowd and learns to keep a
comfortable social distance.

We compare our model with several other socially aware
navigation methods widely used in the literature: SARL,
CADRL, and LSTM-RL. As shown in Fig. 5, the navigation

Fig. 5: The comparison of SoLo T-DIRL with other baseline models in a
circle crossing simulation environment. From the first row to last row: SoLo
T-DIRL (Ours), SARL[37], CADRL[11], LSTM-RL[38]. The yellow block
is the goal position and the green line is the trajectory of the robot. Each
column represents the navigation process using the corresponding method.
The navigation process is from bottom to up.

path of different methods is compared where the pedestrian
paths are similar for an exact comparison. Among these
methods, our navigation trajectory generated by our SoLo
T-DIRL method is the smoothest and the safest. Because we
use the trajectory prediction as one of our feature layers,
the robot will choose to pass the crowd on the opposite
side of the walking direction of people. For example, if
people are walking to the right side of the scene, our robot
will choose to walk through from the left side. Also, since
our social distance is also taken into our feature map, our
robot will tend to keep a proper social distance from people.
However, when encountering people in the center space,
CADRL passes through them aggressively, which can cause
invasion of social areas of pedestrians and even collision.
LSTM-RL behaves in a risky manner by walking through
from the right side of the scene, which may cause a collision
by interfering in people’s way. When encountering people in
the front, SARL changes its orientation suddenly to avoid
the crowd, which causes a delay in navigation time.

In TABLE II, we compare our method with SARL,
CADRL, and LSTM-RL in four ways. Invasion rate is
defined as the number of invasions into people’s social area
circle, whose radius is the social distance, divided by the
total trajectory length. From the table, we know our method
exceeds the other three methods as expected. Because our
robot can predict people’s intentions and plan a safe path, it



TABLE II: Quantitative results of socially aware features. “Time” means
the average time spent on the navigation process. “Success” means the rate
at which the robot reaches the goal without collision. “Invasion” means the
number of invasions into the social distance per meter.

Method Time Success Invasion

SoLo T-DIRL (Ours) 10.41s 100% 0.0112

SARL [37] 10.58s 100% 0.0235

CADRL [11] 10.82s 94% 0.1202

LSTM-RL [38] 11.29s 98% 0.0627

TABLE III: Quantitative results for trajectory ranking loss. We compare
SoLo T-DIRL with the original SoLo DIRL method and human teleop-
eration. “-” means there is no meaning for getting accuracy from human
observation.

Method Accuracy SVCR

SoLo T-DIRL 60.6% 0.2538

SoLo DIRL 38.8% 0.2968

Human - 0.2672

will take fewer risks, saving time and increasing the success
rate. Also, our method outperforms the baselines for invasion
rate by adding a flexible social distance feature to our feature
map. However, SARL and CADRL use the fixed social
distance (0.2 m) in their reward function, which can cause the
robot to invade people’s social area when the social distance
is more than 0.2 m. LSTM-RL will slow down when the
robot approaches people, increasing the navigation time.

C. Trajectory Ranking Loss Evaluation

Besides the feature map, we also evaluate the effect of our
trajectory ranking loss in reducing the influence of subopti-
mal demonstrations. For comparison, we train our network
without adding trajectory ranking loss as the baseline. In
the classical IRL problem, the model’s performance can be
evaluated by comparing the reward with the ground truth.
However, it is difficult to know the ground truth reward in
a real-world problem. Inspired by [13], we use two different
metrics for evaluation.

The first is the sudden velocity change rate. To evaluate
whether SoLo T-DIRL can improve robot behavior in the
social environment, we calculate SVCR in the test dataset.
The test dataset is collected in different scenarios with a
different number of people walking around. Besides maxi-
mizing the reward, SoLo T-DIRL is expected to minimize
SVCR, leading to less disturbance during navigation.

The second is the accuracy of classification. The basic idea
of using trajectory ranking loss is to choose better demon-
strations using a criterion other than the reward function. The
demonstrations with a higher trajectory loss should output a
lower discounted cumulative reward. Randomly picking up
two different demonstrations, if the discounted cumulative
reward of the demonstration with higher trajectory ranking
loss is less than the other, we say this pair is considered
“correct”. The accuracy for classification is defined as the
number of correct pairs over the number of total pairs.

From TABLE III, our SoLo T-DIRL both does a better job
in accuracy and SVCR evaluation, which shows the effect
of trajectory ranking loss on reward regulation. It is worth
mentioning that SoLo T-DIRL does a better job decreasing
SVCR than human teleoperation because people may do
some suboptimal demonstrations in the navigation process
and cause high SVCR. However, SoLo T-DIRL has put a
lower weight on these suboptimal demonstrations, so the final
training result is better than human teleoperation.

D. Limitations and Future Work

This work relies on handcrafted features for learning
our reward function. Although handcrafted features are ex-
plainable, it is impossible for us to consider all social
dynamics. To model social dynamics, using deep neural
networks to extract socially-aware features directly from
sensor information [39], [40] is a promising future direction.
Furthermore, a hybrid approach where explainable features
ensure the necessary inputs and raw sensory data enables
lossless training is also an interesting future study.

The action space of our problem formulation is simplified
and discrete, which does not consider the inertial dynamics
of the robot. To incorporate the robot dynamics into the plan-
ning pipeline, the addition of inertial features to the feature
layers [13] or using Model Predictive Control (MPC) [41],
[42] with robot dynamics constraints are interesting future
research directions. In addition, the current grid map for
planning is coarse and only covers a small area. In the future,
we wish to improve the scalability of the proposed method
by using finer resolutions and larger state space.

Finally, a real world experiment was carried out in a tight
indoor environment as shown in Fig.1. We use YOLOv6 [43]
for people detection and depth point cloud data for 3D
projection. Due to hardware limitations and lack of filtering,
the locations of people fluctuate dramatically. Moreover, with
the lack of real world robot data as well as the gap between
simulation and real life, the performance of the model is
lower than the simulation. Therefore, to replicate the success
of the simulation experiments on the real robot, more work
on the perception algorithms is required. In particular, a
reliable 3D dynamic object tracking can increase the success
rate on hardware. Another possible direction is to develop a
real-time world model that takes into account the dynamics
and semantics of the scene [44], [45].

V. CONCLUSION

We developed a socially-aware dynamic local planner
based on the T-MEDIRL method to handle sub-optimal
demonstrations. In particular, we proposed a novel trajectory
ranking loss using the sudden velocity change rate. The
ranking strategy provides a built-in value system for the robot
to outperform expert demonstrations systematically. Our ex-
periments showed promising results towards developing a
socially assistive robot that can operate among people in
everyday activities. We are also excited about exploring the
role of language and visual cues in human-robot interactions
within the context of social navigation as future work.
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