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Abstract— Intelligent robots require object-level scene under-
standing to reason about possible tasks and interactions with the
environment. Moreover, many perception tasks such as scene
reconstruction, image retrieval, or place recognition can benefit
from reasoning on the level of objects. While keypoint-based
matching can yield strong results for finding correspondences
for images with small to medium view point changes, for large
view point changes, matching semantically on the object-level
becomes advantageous. In this paper, we propose a learning-
based approach which combines local keypoints with novel
object-level features for matching object detections between
RGB images. We train our object-level matching features based
on appearance and inter-frame and cross-frame spatial rela-
tions between objects in an associative graph neural network.
We demonstrate our approach in a large variety of views on
realistically rendered synthetic images. Our approach compares
favorably to previous state-of-the-art object-level matching
approaches and achieves improved performance over a pure
keypoint-based approach for large view-point changes.

I. INTRODUCTION

Object-centric representations are essential for robots that
act in their environment, for instance, to perceive obsta-
cles for navigation, or to plan object manipulation actions.
Several approaches have been proposed that reason about
scenes on the object-level for static and dynamic scene
reconstruction [25], [31], [9]. When tracking multiple objects
in image sequences, or recognizing if places are revisited for
loop closure detection, the ability to match objects between
views of the environment becomes important. Especially for
large baselines changes between camera viewpoints, classical
keypoint matching approaches [28] often break down due to
drastic appearance changes and partial occlusions.

In this paper, we propose a novel approach for matching
object detections between images by leveraging both spatial
and appearance features of objects and spatial relations
between the objects. In our approach, we combine keypoints
with object-level feature correspondences to use the best of
both worlds to match objects across small to large view point
changes. On the object-level, the matching features are deter-
mined by an associative graph neural network that reasons
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on spatial and appearance features of object detections in
both input images. To incorporate spatial knowledge into
our matching pipeline, we additionally train our features on
semantic and spatial auxiliary tasks such as inferring object
class, 3D position, and relative distance between objects.
By this, objects can be matched based on semantic and
spatial information across large view point changes. This is in
contrast to pure 2D keypoint-based matching approaches [26]
which rely on local texture similarities and do not exploit
object semantics. We evaluate our approach on a realisti-
cally rendered indoor dataset [21] and demonstrate improved
accuracy over state-of-the-art object matching approaches.
For large view-point changes, our approach also compares
favorably in object matching to a baseline that uses the state-
of-the-art keypoint matching method in accuracy and recall.
We provide an ablation study to analyze the contributions of
the individual design choices in our method.

In summary, we make the following contributions: (1) We
present a novel learning approach for learning relational
object features suited for matching detected objects between
image pairs. Our approach uses an attentional graph neural
network based on appearance and spatial features extracted
from the object bounding boxes. (2) We combine our object-
level features with learning-based keypoint matching to
achieve state-of-the-art object matching for small to large
view point changes.

II. RELATED WORK

Recently, several object-centric scene reconstruction ap-
proaches have been proposed that detect objects in images
and aggregate the detections into scene representations like
3D object-level maps or scene graphs. For instance, methods
for incremental simultaneous localization and mapping have
been proposed which detect, segment, and reconstruct static
and moving objects [17], [23], [35], [31], [24]. Scene graph-
based approaches also estimate spatial and semantic relations
between objects [1], [33], [22], [5]. Common to approaches
which create object-centric scene representations from im-
ages is that they require means to detect or segment objects
in the images and to associate them between images or
instances in the accumulated scene representation. Typically
this association is tackled using geometric data association.

In the multi-object tracking literature, data association is
often performed using object-wise features extracted locally
from the object bounding boxes which can aid in scenarios
with occlusions [34]. Other video tracking approaches asso-
ciate objects implicitly in neural encoder-decoder or trans-
former architectures [14], [2]. For scene graph fusion from
objects detected in RGB images, CSR [4] learns encodings
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Fig. 1. Learning relational object matching (ROM) features. Our approach learns object-level features for matching objects between images. An
object encoder network extracts object-wise features which encode appearance and positional information from the object bounding boxes. The features are
input to an Attentional Graph Neural Network (AGNN) with self attention (within image) and cross attention (across images). The AGNN yields matching
features for each object from which pairwise matching scores for objects of both images are computed by taking the dot product. An approximation to
the optimal partial assignment between objects is determined using the Sinkhorn algorithm. The set of objects is augmented with a dustbin to allow for
unmatched objects due to occlusions and limited field of view. Ground-truth object bounding boxes are used in the depicted example.

of object bounding boxes into feature vectors which are
used to measure similarity of detected objects between views
using cosine similarity. In Associative3D [19], also feature
embeddings per objects are learned which are used to match
objects between views. Both [27] and [30] leverage semantic
and spatial information for finding 3D correspondences.
Recently, [16] propose to use human models to estimate
correspondences among wide-baseline view changes. Dif-
ferent to object associations, keypoint matching methods
yield local image correspondences between pairs of images
for moderate view point changes [26], [32], [10]. In our
approach, inspired by SuperGlue [26], we further process
individual object embeddings in a graph neural network
which relates objects within images and across images to
encode image context. Our approach can be an alternative or
complementary approach for matching objects across views
to geometric or keypoint-based approaches.

III. METHOD

Our approach finds matches of corresponding objects in
a 3D scene. Input to our method are pairs of images I1, I2
along with a set of object detections in each image. The
objects can be extracted with any object detector such as
YOLO [20], SSD [15], or Mask R-CNN [6]. Figs. 1 and 2
illustrate our approach. We extract deep encodings from
each object detection. The encodings are further processed
in an attentional graph neural network which establishes
context within each image as well as across images. The
resulting matching feature vectors are used to determine a
similarity score for each possible pair of objects. Differen-
tiable Sinkhorn matching [12], [3] then finds a unique best
mapping for each object to either objects or an outlier class
(dustbin). The network is trained end-to-end using ground
truth matches of objects on realistically rendered images
of indoor scenes. Finally, we propose an object matching
pipeline which combines object-level features with learning-
based keypoints (SuperGlue [26]) for matching in a wide
range of view point changes.

A. Object-Level Encoding

In each image, we encode the objects specified by 2D
bounding boxes into two kinds of feature vectors which
capture view-dependent and view-independent object infor-
mation. We start from visual features fi,viz ∈ RDviz for each
object i which we determine by extracting ResNet34 [7]
features pretrained on ImageNet within the object bounding
boxes. The ResNet34 features are aggregated into a feature
vector using a channel-wise max operation. Additionally, an
MLP gloc calculates a feature vector fi,loc ∈ RDloc from
the bounding box coordinates which we normalize by the
image size. We use ReLU activation functions in each hidden
layer. The visual and location features are concatenated
into an input feature fi,in := (fi,viz , fi,loc). We use 3D
regression and semantic object classification side-tasks to
train features which are expressive in view-dependent and
view-independent object properties. For the view-dependent
features fi,dep := gdep(fi,in), we apply an MLP on the input
features and train a subsequent MLP gpos to predict the 3D
position parametrized by a 2D image offset ∆pi ∈ R2 from
bounding box center to image projection of the 3D position
and distance di ∈ R, similar to Total3D [18]. The view-
independent features fi,indep := gindep(fi,in) are similarly
extracted using an MLP, and another MLP gclass extracts
logits for semantic object classification. We obtain the final
object feature fi := (fi,dep , fi,indep)∈RDobj by concatenating
the view-dependent and view-independent features.

B. Relational Object Matching

In a subsequent processing step, we use an Attentional
Graph Neural Network (AGNN) as in [26] to obtain object
encodings for matching. Object encodings are nodes in the
graph, while graph edges model relations between objects
within each image and across the images. The graph is
fully connected and allows for interactions between all
objects in both images. We denote object encodings by
xk,i where k ∈ {1, 2} refers to the image of the object
and i specifies the object index. The object encodings
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Fig. 2. Object encoder. From object bounding boxes, a ResNet34 pretrained on ImageNet extracts features which are max-aggregated channelwise into
appearance feature vectors per object. The appearance features are concatenated with an MLP-encoding of the bounding box coordinates of the object. This
object input feature is further processed by two MLPs into view-independent and view-dependent features. The first is trained with a 3D object position
side task, while the latter is trained for semantic object classification. Both features are concatenated into an intermediate object feature.

xk,i,l = xk,i,l−1 + gAGNN

(
(xk,i,l−1,mi.l)

)
are refined in

each AGNN stage l by passing message mi aggregated from
all other object nodes in the graph, i.e. within the same image
and across images. The encodings are initialized with the
respective object features fi. The messages are determined by
an attention mechanism. An affine layer extracts values vj

and keys kj for each other object in the graph from the
current object encodings xj . Here, we drop the image index
for simplicity of notation, since objects from both images
are treated equally. For the object to be updated, we also
determine the query qi using an affine layer for its current
encoding. The messages are computed by aggregating the
values mi =

∑
j:(i,j)∈E αijvj with attention weights αij =

softmaxj

(
qi
>kj

)
and graph edges E.

The AGNN yields refined object features xk,i ∈ RDAGNN

for object i in image k which are used to compute a similarity
score using a scalar product between the feature vectors of
objects in different images. In an additional 3D side task,
we train the features to encode view-independent relative
distance information between objects in each image. To
this end, the relative distance dk,ij := gdist ((xk,i,xk,j)) is
regressed from pairs of refined features in the same image k
using an MLP. For further details on the AGNN, please
refer to [26]. Finally, we use the Sinkhorn algorithm [12],
[3] to compute a differentiable approximation to the optimal
matching of objects based on their matching score. Let M,N
be the number of objects in image 1 and 2, respectively. Input
to the Sinkhorn algorithm is the pairwise matching score of
the objects determined by the scalar product of their feature
vectors Sobj

ij = x>1,ix2,j . This leads to a M×N matrix Sobj .
As noted in [26], using unnormalized feature vectors allows
the network to learn prediction confidence implicitly.

Some objects might not be visible in both images due
to occlusions or limited field-of-view. To allow for objects
being not visible and matchable between frames for the
matching, we additionally include an outlier association by
a dustbin class with a single learnable parameter for each
object. The augmented score matrix is denoted by S

obj ∈
R(M+1)×(N+1). Finally, let 1K ∈ RK be a vector of ones
in each dimension. The optimal matching problem is to find

unique matchings for each objects to either other objects or
the dustbins for each image. The dustbins are allowed to be
associated multiple times. This linear assignment problem is

arg max
P∈[0,1]M+1×N+1

∑
i,j

S
obj

ij Pij

s.t. P1N+1 =
(
1>MN

)>
and P

>
1M+1 =

(
1>NM

)>
(1)

with assignment matrix P. The Sinkhorn algorithm itera-
tively normalizes rows and columns of exp

(
S

obj
)

to arrive

at P. See [26] for additional details.

C. Loss Function

We train our model supervised using ground truth object
bounding boxes and matches between pairs of images. Our
overall loss function

L = λaffLaff + λclsLcls + λposLpos + λrelLrel (2)

is composed of four losses with corresponding weighting
terms λaff , λcls , λpos and λrel accounting for affinity match-
ing, classification, position, and relative distance. We use the
affinity loss Laff as in [26] which compares the predicted
assignment matrix with the ground-truth assignment. The
loss Lcls is a per-class weighted category cross entropy loss
for the classification predicted from the view-independent
features. The 3D position regression is trained with the loss

Lpos =
1

M

(∑
i

(p1,i − pgt
1,i)

2 + (d1,i − dgt1,i)
2
)

+
1

N

(∑
j

(p2,j − pgt
2,j)

2 + (d2,i − dgt2,i)
2
) (3)

which measures the Euclidean distance between the predicted
and the ground-truth position. We do not consider objects
for this loss if the offset from the center of the bounding
box is large (more than the bounding box length in each
dimension), since these objects are typically found at the
image border and lack image content for reliable prediction.
The error in the prediction of the relative distance between



TABLE I
NETWORK PARAMETERS.

MLP hidden units, output dimensionality

gloc [32, 64, 128]
gdep/indep [512, 256, 128, 128]
gpos [256, 3]
gclass [256, 40]
gdist [256, 1]
gAGNN [(self)256, (cross)256, (self)256, (cross)256]

TABLE II
MATCHING RESULTS FOR GROUND-TRUTH DETECTIONS AS INPUT.

TOP: OBJECT-WISE, BOTTOM: FRAME-WISE. OUR APPROACH

PERFORMS BEST AMONG TRAINED OBJECT MATCHING APPROACHES,
AND OUTPERFORMS KEYPOINT-BASED MATCHING (SUPERGLUE) IN

F1-SCORE AND RECALL FOR LARGE VIEWPOINT CHANGES.

Easy Hard Very Hard

object-wise F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑

SuperGlue [26] 0.657 0.811 0.552 0.353 0.682 0.250 0.169 0.574 0.099
CSR [4] 0.357 0.404 0.320 0.209 0.235 0.188 0.189 0.191 0.187
Associative3D [19] 0.259 0.265 0.253 0.191 0.180 0.204 0.194 0.164 0.239
ROM features 0.538 0.594 0.492 0.358 0.431 0.306 0.308 0.381 0.259
Ours 0.642 0.647 0.638 0.415 0.450 0.385 0.332 0.385 0.292

frame-wise F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec ↑

SuperGlue [26] 0.740 0.811 0.589 0.551 0.671 0.278 0.489 0.557 0.099

CSR [4] 0.441 0.409 0.385 0.338 0.257 0.257 0.336 0.214 0.239
Associative3D [19] 0.328 0.312 0.312 0.274 0.228 0.264 0.284 0.204 0.282
ROM features 0.625 0.628 0.553 0.493 0.473 0.381 0.469 0.402 0.326
Ours 0.723 0.688 0.694 0.552 0.500 0.464 0.498 0.419 0.367

objects is measured using the loss

Lrel =

2∑
k=1

∑
i

∑
j,j 6=i

(dk,ij − dgtk,ij)
2. (4)

D. Combined Object-Level and Keypoint-based Matching

Classically, keypoints with local descriptors have been
used to find correspondences between images. While mod-
ern learning-based approaches such as SuperGlue [26] can
achieve highly accurate results, finding correspondences
across large view points still poses a challenge for these
methods, since they do not take object-level information
into account. We thus propose to combine keypoint-based
matching with our object-level feature matching. To this end,
we find keypoint matches between two images using Su-
perGlue as state-of-the-art learning-based keypoint detector.
Each keypoint match is assigned to those object matches for
which the keypoints are located within the bounding box of
the objects. The score Skp

ij of each object match for object i, j
is determined by the logarithm of the count of keypoint
matches between the objects. An additional dustbin is added
for each object with a score of 1. The combined object
matching score S = S

obj
+αS

kp
is a linear combination of

the object-level and keypoint-based scores, from which we
find the optimal assignment using the Sinkhorn algorithm.
We use α = 100 in our experiments which we chose based
on the F1-score on the validation set.

IV. EXPERIMENTS

We evaluate our method on realistically rendered indoor
scenes with ground-truth object matchings. Our experiments
address three key questions: (1) What is the matching perfor-
mance of our approach for objects for various difficulty levels
wrt. view point change? (2) How does our approach relate
to state-of-the-art baselines based on object and keypoint
matching? (3) What are the benefits of our design choices
of auxiliary losses and differentiable matching?
Datasets. We evaluate our approach on the photorealistic
synthetic Hypersim dataset of indoor scenes [21]. We fil-
ter scenes with unrealistic appearance as well as scenes
or images containing less than three objects. We discard
structural objects (e.g. wall, floor) as well as instances of
the ”otherprop” class and objects with minimum bounding
box side length of 25 pixels. Structural objects are typically
not well localized in position, whereas the objects in the
”otherprop” class are typically small in the image with only
little context within the bounding box for object feature
extraction. We consider pairs of images from the same scene
where at least two objects are depicted in both of them.
For our experiments, we use the official train/val/test split
which results in a final number of 302/43/40 rooms and a
total number of approximately 45.8k/6.3k/6.3k images. Per
training epoch, we iterate over all frames and sample a valid
counterpart. For testing, we generated three subsets of image
pairs with different level of difficulty by sampling one pair
per frame in the test split in each category (if available)
We consider (a) the average difference of distances d of
objects from the respective cameras as well as (b) the average
over angles α between the object-to-camera rays. We denote
the subsets as easy (d ≤ 4m, α ≤ 45◦), hard (remaining
objects with d ≤ 8m,α ≤ 90◦), and very hard (d > 8m
or α > 90◦). The subsets consist of 45.7k / 6.2k / 6.3k
(easy), 42.7k / 5.8k / 6.1k (hard), and 24.4k / 3.6k / 3.0k
(very hard) image pairs for training / validation / testing,
respectively. For the ablation and comparison to baselines,
we provide results with GT object bounding boxes as input
as a base result for an optimal detector. We also show results
on predicted object detections from EfficientDet-D7 [36], [8]
trained on the MS COCO dataset [13].
Network Parameters and Training Details. We apply a
pretrained ResNet34 [7] to obtain object-wise visual features
from 128×128 patches obtained by rescaling the detected
object bounding boxes. Tab. I lists the network parameters of
object encoder and matching network. The AGNN alternates
self- and cross-attention 2 times. During training, we add
Gaussian noise with zero mean and variance 0.01 to the pre-
computed visual feature vectors for data augmentation. We
only consider a maximum number of 40 objects per frame
and sample objects if more are present. Input bounding box
coordinates are normalized wrt. image size to values between
0 and 1. The loss weights are set to {λaff , λcls , λpos , λrel} =
{1, 1, 0.1, 0.1}. We found 10 Sinkhorn iterations to be suf-
ficient to converge. We train our model using ADAM [11]
with learning rate 10−4 and batch size 32 for 350 epochs.



TABLE III
AVERAGE RESULTS ON AUXILIARY TASKS USING GROUND-TRUTH OBJECT DETECTIONS. OUR APPROACH ACHIEVES BETTER OR ON-PAR RESULTS

THAN ASSOCIATIVE3D FOR 3D SUBTASKS, WHILE PERFORMING WORSE FOR CLASSIFICATION.

Classification 3D Position 3D Distance

Acc ↑ Mean ↓ Median ↓ Err(≤ 0.5m) ↑ Err(≤ 1m) ↑ Mean ↓ Median ↓ Err(≤ 0.5m) ↑ Err(≤ 1m) ↑

Associative3D [19] 0.598 2.438 1.829 0.066 0.240 1.500 0.956 0.294 0.516
Ours (gt bb) 0.380 2.492 1.775 0.135 0.292 1.225 0.995 0.350 0.504

Easy Hard Very Hard
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Fig. 3. Qualitative comparison. Evaluation on GT bounding boxes; green: correctly detected match, red: wrongly detected match, yellow: missing
match. While SuperGlue yields very accurate matching results for the examples of easy and hard view point changes, it cannot detect any matches if the
change of view point is too large (right column, very hard). On the other hand, our ROM-features can also be used to match objects in images with larger
changes. Combining both object- and keypoint-based matching benefits from both capabilities.

Fig. 4. Qualitative results from our method. Evaluation on detected bounding boxes; green: correctly detected match, red: wrongly detected match,
yellow: missing match. Right: failure case with inaccurately detected object bounding boxes.

Evaluation Metrics. The main task of our approach is to
obtain valid object matches in pairs of images. Given the
assignment matrix P, we determine a fixed assignment per
object for both images either to some object of the other
image or to the dustbin by maximum value assignment. We
compute the recall of correct object-object matches over all
ground truth matches. Precision is defined as the ratio of
correct object-object matches among all found object-object
matches. We either compute the respective measure over all
objects in all images combined (object-wise) or individually
over all objects per frame-pair with subsequent averaging
over all images (frame-wise). Please note that scenes with a
very large number of objects have a high impact on the first-
named variant. When evaluating our approach using objects
from a detector network as input, the detector might detect
different objects than actually available in the ground truth.
Hence, we only evaluate the matching for detections which
are assigned to a ground truth object in the same image. A

detection is assigned to a ground truth object if it overlaps
and has maximal intersection-over-union with the ground
truth bounding box. We further evaluate the performance of
our models on the auxiliary tasks. For the classification task,
we compute the accuracy of the semantic predictions over
all object. Similar to [19], we compute mean and median
errors, and the rate of estimates with errors ≤ 0.5/1.0m for
both the distance and position prediction.
Baselines. We compare our method with two state-of-
the-art baselines, CSR [4] and Associative3D [19], which
learn object matching from bounding boxes. We trained
the approaches on our dataset using the public reference
implementation until convergence on the validation set. We
further use SuperGlue [26] keypoints to determine an object-
level matching by applying Sinkhorn iterations on Skp .

A. Object Matching Results

Ground-truth detections. In Tab. II we show matching
results of our approach using ground truth object bounding



TABLE IV
ABLATION STUDY FOR ROM-FEATURE-BASED MATCHING USING

GROUND TRUTH OBJECT DETECTIONS AS INPUT. EACH LOSS FUNCTIONS

IMPROVES THE RESULTS FOR CERTAIN DIFFICULTY LEVELS.

Easy Hard Very Hard

F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑

only ResNet34 feats 0.387 0.365 0.411 0.235 0.201 0.281 0.190 0.149 0.260
w/o viz-input 0.396 0.620 0.291 0.204 0.389 0.138 0.178 0.332 0.122
w/o pos-input 0.437 0.545 0.365 0.285 0.402 0.221 0.262 0.376 0.201
w/o AGNN 0.456 0.590 0.372 0.294 0.411 0.229 0.272 0.374 0.214
only self-att. GNN 0.517 0.613 0.446 0.344 0.452 0.277 0.292 0.399 0.231

w/o Lcls 0.525 0.619 0.456 0.338 0.456 0.268 0.291 0.433 0.219
w/o Lpos 0.533 0.589 0.487 0.357 0.428 0.306 0.315 0.379 0.269
w/o Ldist 0.471 0.478 0.463 0.322 0.348 0.299 0.272 0.242 0.310
w/o Lcls/pos/dist 0.486 0.574 0.421 0.330 0.433 0.267 0.310 0.403 0.252
w/o Laff 0.378 0.386 0.370 0.202 0.199 0.205 0.164 0.148 0.184

ROM features (gt bb) 0.538 0.594 0.492 0.358 0.431 0.306 0.308 0.381 0.259

TABLE V
OBJECT MATCHING RESULTS FOR DETECTIONS PREDICTED BY

EFFICIENTDET-D7 [36], [8]. WE EVALUATE THE MATCHING FOR

RECOVERING ALL GT MATCHINGS AND THE MATCHINGS OF THE

DETECTED OBJECTS ONLY. THE SCORES ARE COMPUTED FOR THE

COMBINATION OF ALL TEST SUBSETS. FOR REFERENCE, WE FURTHER

SHOW RESULTS OF WHEN USING GT BOUNDING BOXES.

all GT matchings detections only

F1↑ Prec↑ Rec↑ F1↑ Rec↑

Ours (gt bb) 0.526 0.552 0.502 - -
SuperGlue [26] 0.139 0.413 0.084 0.385 0.360
ROM features 0.095 0.168 0.066 0.212 0.285
Ours 0.143 0.230 0.103 0.303 0.445

boxes as input. We also compare our method with state-
of-the-art approaches which are trained end-to-end for ob-
ject description and matching (CSR, Associative3D) and a
keypoint-based baseline (SuperGlue). It can be observed that
both using only our ROM features as well as our combined
method consistently outperforms CSR and Associative3D.
SuperGlue has an advantage on smaller to medium (easy)
view point changes, while our ROM features are on par
(hard) or better (very hard) on larger view point changes
in recall and F1 score. Especially, we found it challenging
for SuperGlue to detect any keypoint matches in case of
larger view point changes, e.g. when the same scene was
depicted from opposite sides. By combining the two match-
ing principles, we can benefit from the advantages of both
methods. In most cases, inference and matching time for our
ROM features took approx. 50− 100 ms per image pair. We
show qualitative examples and comparisons with baselines in
Fig. 3. In Tab. III, we further evaluate the performance of our
network on the auxiliary tasks of classification, 3D position,
and distance estimation and compare with Associative3D.
Our approach estimates 3D position and distance of objects
with a median error of 1.775 m and 0.995 m, respectively,
from RGB images.

Tab. IV shows results of various ablations of our model us-
ing ground truth object detections as input. Each architectural
design choice contributes to the overall performance. The

classification and 3D losses do only bring little improvements
on the easy and hard cases, while the distance loss helps to
improve the matching performance on all difficulty levels.
Also both self- and cross-attention and using visual (viz-
input) or position (pos-input) features are important for the
performance of the method.
Predicted object detections. We also demonstrate our ap-
proach for predicted object detections in Tab. V. From the
detections, we remove those whose predicted class label
(COCO labels) does not appear in the NYU40 [29] class
labels used in our GT. We further only consider detections
with a minimum detection score of 0.3. Predicted bounding
boxes are assigned to an associated GT object if the intersec-
tion over union (IoU) between GT and prediction is greater
than 0.5. If multiple objects would get assigned to the same
objects, we choose the one with highest IoU. By this, approx.
40% of the detections are assigned to GT objects and 30%
of all GT objects are found. Contrary to using GT bounding
boxes, less than three objects might get found in an image
and forwarded to the model. We report F1 and recall scores
for recovering the matching for the detected objects that have
GT correspondence. We also show results for recovering
the complete GT matching which, however, depends on the
detector performance too. For matching available predicted
detections, our approach achieves moderately lower scores
than for matching GT detections.

B. Limitations and Future Work

Our matching approach relies on a pretrained detector
and the quality of the detected bounding boxes. In future
work, end-to-end training of the detector with the matching
pipeline could be investigated. In difficult occlusion settings,
object bounding boxes can overlap and similar features are
computed. Calculating object features based on instance
segmentation could be interesting for future research. In
this work, we focused on photorealistic synthetic, static
indoor scenes with full 3D object-wise position information
during training which allows our full model to consider
distances between objects. While our model also achieves
decent performance without considering spatial information
of objects, we believe that ideas for matching objects in
case of scene changes (e.g. outdoor scenes with moving
cars), different camera geometries, or limited supervision are
further interesting directions to explore.

V. CONCLUSION

We proposed a novel approach for matching 2D object
detections between images. Our approach is trained to match
objects across a large variety of view points with auxiliary
classification and 3D regression tasks. This way, our ap-
proach can outperform keypoint-based matching approaches
for large view point changes. We evaluate our approach using
a realistically rendered indoor dataset, and also demonstrate
state-of-the-art performance among approaches which train
object-wise matching end-to-end. Future applications of our
approach could be explored for tasks such as object-centric
scene reconstruction, image retrieval, and localization.
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