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Abstract— Infrastructure-as-Code can be designed, 

developed, and managed with an Open-Source Software 

approach. While openly embraced by academia, the OSS 

philosophy typically elicits some skepticism among industrial 

partners who want to ensure that adopting it will not enable 

their market competitors or harm them in any way, like by 

releasing valuable intellectual property into the wild. 

In this paper, we study this phenomenon from the 

perspective of game-theory, to then draw conclusions on what 

information to share, when, why, how, and with whom, so that 

risks are minimized, and benefits are maximized for each, and 

every partner engaged in IaC-focused collaborative projects 

that make use of an OSS approach. 
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I. INTRODUCTION 

Infrastructure-as-Code (IaC) has become one of the most 

prominent paradigms in the Cloud Computing (CC) business. 

Like any piece of software, IaC can be designed, developed, 

and managed with an Open-Source Software (OSS) 

approach. When industrial partners are required to 

collaborate among themselves, or with academic, and other 

publicly-funded partners, some resistance becomes often 

apparent among them on what to share with others and why, 

which then turns into a bottleneck from a knowledge 

management perspective [1], therefore degrading 

collaboration, and impairing the results, performance, 

quality, and success perspectives of cooperative projects. In 

game-theory, there are two main classes of games: non-

cooperative (the default scenario) and cooperative (where 

players are allowed to cooperate for mutual benefit), which 

include the study of positive-sum games or so-called 'win-

win' scenarios. We will show under which specific 

circumstances can players be benefited or harmed by sharing 

IaC-related information with one or more other players.  

This paper studies the potential of the game-theorical 

approach for collaborative Open Source systems (OSS) 

development for IaC. As such, we investigate the potential of 

collaboration between market players in the context of cloud 

computing systems, particularly regarding the release of IaC 

blueprints, routines, datasets, and schematics openly (online 

or in an intranet) under an open license and/or as OSS. For 

this purpose, we will identify the background context in 

information technology markets nowadays, and finalize with 

a game-theoretical approach to collaboration based on 

information-sharing that is grounded on the DevOps 

paradigm and illustrated with some examples. 

One paradigmatic example of OSS usage is the field of 

cybersecurity, where any actor can contribute a patch for a 

recently discovered flaw or exploit (0-day vulnerability). 

This enhances security because there are more eyes looking 

into the source code and its flaws, who are then in turn able 

to propose solutions in a distributed and collaborative 

manner, from various local, specialized perspectives, and 

fields of expertise. This level of distributed collective 

intelligence [2], [3], [4] would be nearly unattainable for 

closed-source applications, even if development teams had 

thousands of expert agents involved.  

Cybersecurity, interoperability of hardware, and 

international collaboration, are some of the most prominent 

fields of application of Open Data (OD) and OSS. One recent 

example of collaboration is in the medical research domain, 

where papers are shared openly among researchers for 

enhanced results in healthcare, like for instance they were, 

during the latest coronavirus pandemic period, as evidenced 

by a statement issued on the 31st of January 2020 from 

publishers of subscription journals.   

II. BACKGROUND 

A. Infrastructure-as-Code 

IaC enables the automation of provisioning, deployment, 
configuration and management of computational 
infrastructure (such as servers and virtual machines) through 
source code instead of classical manual processes. In the cloud  
computing environment, IaC has a lot of potential as a 
significant time-saver when an application needs to be 
redeployed on a different set of resources, or running on 
different infrastructural tools [5], [6], [7], [8] or even onto 
more decentralized models such as the Cloud Edge. It also 
saves time when working with Digital Twins, which replicate 
an asset in a virtual environment, and with the spiral model for 
software development with incremental prototyping [9], [10], 
which has inspired the adaptation of modern methodologies 
like Agile [11]. 

B. Open-Source Systems 

In recent years, Open-Source (OS) has become pervasive 

throughout the ICT sector. OS needs to be considered as an 

alternative nowadays when designing the business strategy of 

any ICT company [12]. On the other hand, OS hardware is, 

in terms of adoption, in a similar path as OSS. 

The adoption of cloud computing operational models by 

ICT industrial players can accelerate the commoditization of 

OSS. According to a study carried out by the European 

Commission [13], several OSS solutions have been 

developed to solve specific challenges that can be found in 

the cloud continuum service stack. Cloud vendors, especially 

the larger ones, are monetizing OSS by integrating it into 

their own cloud services-based proprietary derivatives, but 

few among them release these as OS. 
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C. Open-Data and Open-Data Applications 

Open-data (OD) is one of the main objectives of e-

government policies, funding agencies, and researchers [14]. 

Various value-centric business model frameworks for 

managing ODA have been devised [15]. ODA are naturally 

very dependent on the availability and integration of OD with 

their routines, which, in turn add the most value when they 

are based on OSS as well. 

We will first focus on open-sourcing strategies for IaC 

development for Cloud systems, illustrating it with examples. 

There are two main areas of concern in this context: OSS 

applications, and Open Data Applications (ODA).  

D. Game theory  

Game theory is the study of mathematical models of 
strategic interactions among rational agents (or "persons"), 
originally addressing two-person zero-sum games, and later 
extended to include more general game models [16], [17]. 

Markov Decision Processes (MDP) are stochastic control 
processes that evolve in discrete time intervals and provide a 
framework for modeling decision-making under uncertainty 
(particularly for decision-making in cloud computing [18]).  

Stochastic games generalize these to multiple interacting 
decision makers, as well as to strategic-form simultaneous 
games for dynamic situations in which the environment 
changes in response to the players’ choices. When a game is 
repeated numerous times, it is called an iterated, or multi-stage 
game. Unlike a game played once, a multi-stage game allows 
for any strategy to be contingent on past moves, thus taking 
into account reputational effects, bargaining power, and 
retribution. The number of iterations can be increased 
arbitrarily to account for the smallest measurable time 
intervals. 

III. THE BUSINESS CONTEXT OF OPEN-SOURCING 

INFRASTRUCTURE-AS-CODE 

The maximum value from collaborative activities is 

generally thought to be obtained when mixing Open-Data 

(OD) with open algorithms into ODAs. This is because not 

only any actor can retrieve (and sometimes contribute) 

datasets, but also any actor can contribute to the processing 

of these datasets in the best way, by studying the data 

structures and algorithms, and then proposing improvements 

to ODA’s routines. When an application releases the source 

code of their algorithms publicly under some form of open 

license, we consider that application to be an example of 

OSS. Open routines are especially relevant in Machine 

Learning Operations (MLOps), because these make use of 

formulas and algorithms whose patenting is forbidden by law, 

and because societies and governmental bodies demand 

features such as unbiasedness, and explainability (e.g.: in AI) 

[11]. 

Furthermore, the users of ODA can rest assured that these 

applications are functioning in the way they are supposed to 

(e.g.: without any harmful backdoors), since everyone can 

read the source code if they so choose. This openness in both 

data and source code is oftentimes a legal prerequisite for the 

e-government application domain, and others, as for instance, 

in the context of systems reliability, distributed systems [19] 

[20], supply chain management, technological sovereignty 

and technological neutrality with regards to vendor choice.  

A concrete example of OSS in cybersecurity is OpenPGP, 

a non-proprietary format for authenticating or encrypting data 

that uses public key cryptography, which claims to be the 

most widely used e-mail encryption standard. OpenPGP 

formats and uses are specified in several Request-for-

comment (RFC) documents by the Internet Engineering Task 

Force (IETF), which makes voluntary standards that are often 

adopted by Internet users, network operators, and equipment 

vendors, thus helping shape and direct the development of 

global networks. A specific example of OSS for IaC is 

HashiCorp’s Vault which is OS and cloud-agnostic and 

where Secrets Engines are executed in the Cloud. There is no 

argument about the advantages that open standards provide 

for the development of both hardware and software, like for 

instance in the design and commercialization of 

communication ports in computers and smartphones, such as 

RJ-45 or USB.  

There are various different kinds of collaborative creation 

that may involve attribution and/or payment of royalties, for 

instance, as described in the various types of Creative 

Commons licenses that were inspired by the GNU General 

Public License (GNU-GPL), which is at the basis of most 

OSS licenses and modern Linux-based systems. In turn, 

various large organizations have released their own versions 

of open licenses, for instance NASA, with their Open Source 

Agreement [21], CERN, with their Open Hardware License 

[22], or University of California in Berkeley’s RISC-V [23], 

an open, royalty-free standard for Instruction Set 

Architectures (widely adopted, e.g.: in IoT microelectronics). 

All of these do foster international collaboration, enhance 

productivity gains, and facilitate the interoperability of 

systems, particularly of software systems such as firmware or 

inter-connected Cloud Systems [24]. Nonetheless, it is 

certainly the computer science and informatics fields where 

these open standards are most widely known and adopted 

these days.  

All these paradigms for collaboration are in fact so 

successful that regulators worldwide were forced to develop 

Competition Law by imposing antitrust measures [25] and 

regular conflict-of-interest checks in order to deter various 

ways of collusion between prominent market players, be this 

collusion tacit or not, as in price coordination practices by 

oligopolies, concerted action, and conscious parallelism. 

Those naturally result in undesirable side-effects such as 

cartelization, and monopolistic practices.  

However, the industrial sector, and some governments, 

have always been wary (sometimes quite literally) about 

sharing knowledge and data, based on the belief that their 

competitors or adversaries may gain unfair advantage from 

doing so. This has resulted in convoluted intellectual 

protection practices, and sophisticated information gathering 

systems, sometimes resulting in the escalation of conflicts, 

e.g., espionage at the national and industrial levels, or also the 

so-called “patent-wars” [26] [27] [28]. 

Hence, we shall now study, from a game-theoretical 

perspective, whether there are any advisable substitute 

strategies that may be superior to those other, more pernicious 

ones, in terms of value creation, both for individual players, 

and for the market as a whole [29]. 

IV. OPEN-SOURCE STRATEGIES FROM A GAME 

THEORY PERSPECTIVE 

In game theory [16] [30] as applied to markets, the 
simplest kind of game 𝐺  is given by a set of two players, 
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{𝑢0, 𝑢1} among which one of them (𝑢0) is the environment, 
understood in the widest sense, which reacts to the actions of 
the ‘real’ player and conditions their next moves. Typically, 
more than one ‘real’ player is introduced (𝑢1, … , 𝑢𝑛) in order 
to study market dynamics, and for each of these players, we 
introduce a tuple of values 𝑠𝑖 which corresponds to the set of 
actions that one specific player executes during a play. We call 
this tuple a strategic profile or strategy profile. 

In a given game 𝐺 = {𝑆1, … , 𝑆𝑛; 𝑢1, … , 𝑢𝑛} , where 

(𝑆1, … , 𝑆𝑛) is the space of all possible strategies, we say that 

the strategy profile 𝑠 = (𝑠1, … , 𝑠𝑖 , … , 𝑠𝑛)  is weakly 

dominated in Pareto sense by another strategy profile 𝑠′ =
(𝑠′1, … , 𝑠′𝑖 , … , 𝑠′𝑛)  if, and only if the inequality 

𝑢𝑖(𝑠′
1, … , 𝑠′

𝑛) ≥ 𝑢𝑖(𝑠1, … , 𝑠𝑛)  is fulfilled, for each player 

𝑢𝑖, for every combination of pure strategies, and for any one 

(but not all) of them in strict sense, according to their payoffs 

during the next turn [16]. 

On the contrary, a strategy profile is strictly dominated 

when the previous inequality is fulfilled in strict sense for 

every combination of strategies of the other players. The 

payoffs are in turn defined by a von-Neumann-Morgenstern 

utility function, which considers that any one player may be 

risk-averse, meaning that an individual might refuse a fair 

gamble with an expected value of zero. 

Finally, a strategy profile 𝑠 = (𝑠1, … , 𝑠𝑖 , … , 𝑠𝑛) is defined 

as a Pareto optimum (or it would be said to be “Pareto 

efficient”) if, and only if, it is not dominated by any other 

strategy profile. Naturally, every player will want to attain 

Pareto optimality for their strategy profile, since that one 

results in better payoffs and thus yields the most value (as 

measured e.g.: in terms of economic value, revenue, or 

productivity). 

For evaluating the efficiency of a strategy profile in a 

repeated multiplayer game, where at least one player 𝑢1 

releases information to all other players, and at least one 

player 𝑢2  does not release any information to any other 

players, we need to evaluate the strategy’s dominance in 

Pareto sense. 

We shall then define the following two strategic profiles: 

• 𝑠𝑜 = (𝑠𝑜1
, … , 𝑠𝑜𝑖

, … , 𝑠𝑜𝑛
)  is the “open” strategy of a 

player releasing information to all other players, which 

they may then use for their own advantage, or for the 

advantage of other players, during their subsequent plays. 

• 𝑠𝑐 = (𝑠𝑐1
, … , 𝑠𝑐𝑖

, … , 𝑠𝑐𝑛
)  is the “closed” strategy of a 

player not releasing any information to any other player, 

ever. 

And then evaluate, for every combination of strategies of 

the other players, when the other inequalities are fulfilled:  

• ∀𝑖: 𝑢𝑖(𝑠𝑜1
, … , 𝑠𝑜𝑛

) ≤ 𝑢𝑖(𝑠𝑐1
, … , 𝑠𝑐 𝑛

) , meaning that the 

payoff of the “closed” strategy profile is at least as good 

as that of the “open” strategy for any one player. 

• ∀𝑖: 𝑢𝑖(𝑠𝑜1
, … , 𝑠𝑜𝑛

) ≥ 𝑢𝑖(𝑠𝑐1
, … , 𝑠𝑐 𝑛

) , meaning that the 

payoff of the “open” strategy profile is at least as good as 

that of the “closed” strategy for any one player. 

For the sake of simplicity, we assume that every player 𝑢𝑖 

is equivalent and interchangeable with each other. This 

might, however, not always be the case; for instance, it might 

be less risky in average for a large corporation to release 

information to other players than it would be for a small 

business (since these can do less harm as measured in market 

share or percentage of revenue, for instance), or in reverse 

(since small players tend to be more agile than larger ones 

and thus able to react more rapidly to disclosures). We also 

leave aside the cases in which any one player releases 

information only to a finite set of other players, because those 

special cases can be derived from the general case.  

One typical example of the general case would be 

releasing source code online about IaC deployments in an 

online platform such as GitHub (where, in principle, all other 

players can access the information, given that they are aware 

of its existence, location, and utility). An example of the 

special case would be the use of a collaboration platform 

sitting in an intranet (e.g.: SharePoint [31], where a set of 

players share information privately, e.g. about Ansible, an 

open source community project for automation and 

orchestration of cloud infrastructure), so that in theory it does 

not escape the platform in any manner that may be 

advantageous to other players. 

Now it is straightforward to evaluate when, for every 

combination of strategies of other players, the following 

equality is fulfilled: 

• ∀𝑖: 𝑢𝑖(𝑠𝑜1
, … , 𝑠𝑜𝑛

) = 𝑢𝑖(𝑠𝑐1
, … , 𝑠𝑐𝑛

)                  (Eq. 1) 

That happens only when the value for other players of the 

information that is being released is equal to zero, meaning 

that no other player will use the information being released as 

a competitive advantage during their next moves, but also that 

the information being released does not hamper their payoffs 

during their successive moves.  

One way in which players can share relevant data in 

ODAs while preventing valuable insider information from 

getting out is to make use of synthetic datasets (data created 

artificially but in the same format and patterns as real data) or 

anonymized datasets (data which has been sanitized so to 

make it impossible to identify what or whom it refers to). 

The case of intentional deceit in collaborative OSS 

development has been both widely and deeply studied, e.g.: 

in the context of the well-known thought experiment of the 

‘prisoner’s dilemma’ [17], and for it, various strategies have 

been devised, like “tit-for-tat”, either with, or without a 

forgiveness threshold. Deriving an optimal strategy in game 

theory can be done by either computing Bayesian Nash 

equilibria, or by adopting the “frequentist approach” of 

launching numerous experimental surveys (e.g.: with “Monte 

Carlo” simulations [32]) and then computing optimal 

strategies statistically. Most software firms who approach 

this challenge in a non-rigorous manner are likely doing the 

latter, basing their decision-making processes on sheer 

personal experience alone [33] (this generally being less 

effective than a rigorous approach). 

When the processing capacity of any one player becomes 

saturated, they have two choices: they can either completely 

ignore the information being released by one, some, or all 

players, or they may try to process it during their next rounds 

in the game, therefore losing aggregated value, because their 

strategy profiles must defer other productive actions in order 

to account for additional information-processing steps. 

Now let us explore the remaining two cases: 

• ∀𝑖: 𝑢𝑖(𝑠𝑜1
, … , 𝑠𝑜𝑛

) < 𝑢𝑖(𝑠𝑐1
, … , 𝑠𝑐 𝑛

)                  (Eq. 2) 

This means that the value of the “open strategy” is smaller 

than the value of the “closed strategy”. It is evident that, if all 
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players use a fully closed strategy, there is no room left at all 

for collaboration (and not even for communication). 

Therefore, this inequality is never true then; at most, their 

payoffs must be equal, even during direct confrontation or all-

out war, unless at least one player is releasing deceitful 

information and at least one other player is candidly trusting 

it (or “buying it”). Naturally, for collaboration to occur, the 

conditions for an open and frank dialogue must be established 

first, and incentives must appear with clarity to all sides of 

the partnership. 

The trickiest case is when one or more players are 

releasing information of value, and one or more other players 

are making use of it for their own advantage. In those cases, 

we must evaluate where the larger gains are, in average, and 

over the whole duration of the game, by adding all aggregated 

value and then subtracting all harms (lost value), that is, 

calculating the overall balance of payoffs. In game theory, 

this “overall balance” is computed from the Shapley value as 

applied to a coalition of players. The Shapley value function 

(which helped earn the 2012 Nobel Prize in Economic 

Sciences) also considers the bargaining power [34] of 

individuals (e.g.: threatening to destroy value for others 

unless some requisitions are met by other players, effectively 

blackmailing them, or, some would say, subduing or 

‘incentivizing’ them), which is in turn constrained by the 

dominance of strategies (unless in cases of ‘bluff’). 

The last case we need to evaluate is: 

• ∀𝑖: 𝑢𝑖(𝑠𝑜1
, … , 𝑠𝑜𝑛

) > 𝑢𝑖(𝑠𝑐1
, … , 𝑠𝑐 𝑛

)                    (Eq. 3) 

This means that the “closed strategy” is strictly dominated 
by the “open strategy” for every combination of strategies of 
the other players, after computing the balance between the 
harm being suffered and the benefits being reaped, in 
Shapley’s sense [11]. That is what we think it to be the case 
for collaborative OSS development, under our set of 
assumptions and with the precautions stated above, and it 
means that open collaborative strategies have more value than 
closed ones. 

V. CONCLUSIONS 

Leaving Shapley aside by assuming that, in the long term, 

the average payoffs of having collaboration are higher than 

those of not having any (which is a self-evident argument for 

any intelligent species), the implications of the last inequality 

as stated above are numerous from the business perspective. 

For instance, if any player wants to obtain the most value 

from collaborative endeavors like OSS development of IaC: 

• The player using an open strategy should release all 

relevant information that is useful for collaboration with 

any other collaborating player, whenever their 

collaboration framework is safeguarded, even when this 

information is not of any value to the party who releases it. 

Typically, the less relevant information they share, the 

smaller the aggregated gains are.  

• The player should not release any information which may 

saturate their collaborators, that is, all the information 

released is ‘pertinent’ and not obsolete.  

• The player should not release any information that may be 

deceitful (either accidentally or intentionally) unless in an 

all-out war scenario, which effectively makes cooperation 

vanish and results in a classical non-cooperative game, 

where maximum market value is impossible to be reached 

in most real-world scenarios. 

• The player should not release any information that any 

other players who are outside of their collaboration 

framework may use for their own advantage, unless these 

other players are guaranteed to be altruistic, and to maintain 

confidentiality with respect to all other non-altruistic and/or 

non-confidential players. 

• Players in the context of fierce competition, and under the 

possibility of deceit, should calculate the overall balance 

that collaboration brings to each of them, and to all other 

parties, in order to decide their strategy. These calculations 

on all other parties imply accounting for all 𝑢0-externalities 

in the economic sense [35]; e.g: environmental pollution, 

brand damage, or social unrest. They may do that by 

computing the optimal Bayesian equilibrium (in Nash’s 

sense), and/or based on market surveys and previous 

experience, ideally including forecasts of expected returns 

by involving Shapley values into their calculations. 

• Players should avoid pernicious practices that do not foster 

win-win collaboration, but rather, seek to gain advantage at 

the expense of other players, by preventing getting involved 

into negative-sum games where the only way for one party 

to prosper is at the expense of others. 

Unsurprisingly, most of these conclusions are fully 

consistent with commonly accepted business ethics, 

although, inevitably, some real-world markets tend to drift 

towards non-cooperative scenarios. As markets evolve, they 

may eventually reach an equilibrium state where every player 

does collaborate to the best of their abilities (maximum 

yield), or, on the contrary, they may orbit back and forth 

through a ‘trough of disillusionment’ where some, or all 

players are competing more fiercely. This latter case often 

results in monopolies and mergers [25] that drive their 

competitors out of the market, since when two players merge, 

from a game theoretical perspective, they start to share 

(ideally) all information between their inner components 

(departments or factions). Therefore, these large 

conglomerates become more efficient than smaller players, 

due not only to their larger size but to better knowledge 

management practices, which also imply more effective and 

actionable strategic profiles, on average, as well as higher-

quality service provision, and better market leverage. From a 

formal point of view, the only difference between the payoffs 

of an infinitely collaborative market with multiple players, or 

those of a market with only one giant monopoly, is their 

capacity to respond to the challenges of the environment, 𝑢0. 

Experience tells us that, from an evolutionary perspective, 

adaptive diversification is generally less risky and better 

suited for long-term survival in an uncertain environment. 
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