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Abstract — Qualitative reasoning approaches take on therocesses. This is important in order both to analyse and to
challenge of dealing with commonsense knowledge in mierpret sensor data efficiently. In particular, such relations
chines. This is important both to provide a means of effiean represent situations in which objects have an intrinsic
cient automatic reasoning and to overcome the differencesientation, or a direction of movement, or in which objects
between man and machine. are seen from a special point of view. Imprecise and incom-
This paper proposes a new qualitative representation gflete information about the relations between objects can be
spatial knowledge based on interval relations. The reprerepresented, and reasoning mechanisms are defined which
sentation complements existing approaches by providingalow for fine, as well as coarse, information. Without loss
new set of spatial relations. This allows qualitative reasonef generality, this can be demonstrated in the context of the
ing about rigid objects, for example, in spatial configurationfollowing area of application.
problems or in the context of spatiotemporal interactions be- Spatiotemporal interactions between objects are important
tween objects. The qualitative nature of this representatioim many applications. One example is the field of traffic su-
assists the engineering process and makes the behaviourpefrvision, which we shall use for demonstration purposes. In
systems more easily comprehensible. such a system a number of moving objects is observed; this
has relevance for supervising crossroads, monitoring robots

Keywords: Qualitative Spatial Reasoning, Knowledge Rein push-button factories, or tracking objects generally.
presentation, Interval/Line Relations, Positional and Orien- \ne shall turn our attention towards an important sub-

tation Information problem: the integration of spatial knowledge which is ob-
) tained from different viewpoints. A single camera fails to
1 Introduction comprehend a scene completely because objects often oc-

Spatial reasonings a fundamental prerequisite in a num_clude each other. Many approaches avoid dealing with oc-

ber of areas, including robotics, navigation, spatial planning!USion problems by assuming a bird's eye view from which
configuration, and high level visioQualitative spatial rea- & SCEN€ is surveyed completely. Such a viewpoint is diffi-

soningis distinguished by approaching problems in thes@u"’_ fr_equently impossible, to obtain in practice. It is more
fields while considering only those relations which are rell€aliStic 10 take into account a number of cameras. These

evant either in a particular context, or from the point of vienfameras have to collaborate in order to track robots, to avoid

of cognitive systems, for example, by considering distincc_:ollisions, or to aid in navigation. We are consequently in

tions easily obtainable from perceptual processes. In thi¢ed of mechanisms which can integrate spatial knowledge
way it is possible to reason efficiently using small sets o(f)bta'ned from different viewpoints, as exemplified in Fig.

relations which are just sufficient to solve problems at an ag= H€re there are three objects, each represented by a vec-
stract level. tor. The left camera observes the relationship betweand

We propose a generalisation of Allen’s [1] one-Y: the right one between and z. Tpgether, these cameras
dimensional interval relations to two dimensions. Wherea3'0uld be able to reach a conclusion regarding the relation-

Allen's approach focuses on reasoning about tempor&/iP Petweern andz.
knowledge, we aim at reasoning about spatial knowledge.

In contrast to the one-dimensional case, additional variations B

of position and orientations of intervals are possible in two < — \)>
dimensions; and this allows for the investigation of the mu- \,x {y /

tual dependence between location and direction. We prp- Camera Camera

pose a set of relations which represent those arrangements
of objects which are easily distinguishable by perceptuakigyre 1: Observing a scene from two different viewpoints
*0-7803-8566-7/04/$20.0@) 2004 |EEE.
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2 Representing Intervals in the Plane we refer to the interval which induces this reference system

We start by analysing which qualitative relations betweefl> thgrifereTce lltnterva\.[t'the otger [ntetr\{[gl being dthﬁr'fb q
intervals genuinely exist. In one dimension we are restricteg 2y 'Nterval— Its position and orientation are describe

to only two directions when changing the relative positiOI)(vith respect to the reference interval. In order to distinguish
of two intervals (Fig. 2.(c)). By this means we obtain thethese qualitative interval relations from precise metrical in-

. . ; o ... terval relations, we refer to them as bipartite arrange-
thirteen Allen relations (Fig. 2.(a)) describing qualitative ’ . L
(Fig (@) g4 ents— BA for short. A single relation is denoted by

relations between events in time. In the two-dimension N 12,9951 Note thatBA | .
plane there are two more degrees of freedom concerning t é4(2)’ i € {1,2,.,225}. Note tha concerns only posk-

arrangement of intervals. Firstly, it is possible to displacgo_nal relations. Describing intervaiwith respect to interval
intervals not only horizontally, but also vertically, i.e. in re-* it holds thatz, € BA.
lation to the second dimension (Fig. 2.(b)). Secondly, it is

possible to change their orientation (Fig. 2.(d)). Any combir f .} i 4\ 5\ K } 1/0 1/1 VEIEER
nation is admissible, leading &25 positional relations (Fig. | | || || N N | | | ¥ I
3). Each such relation defines an equivalence class whiche I I7 [ 18 178 120 121 24125 %% 28130
subsumes infinitely many metrically distinguishable, butper-/ s /| /|/|/ / (V
ceptually similar, relations. There are additional orientatio 1|31 |32 |33 S A - S
variations: for example, relation number 17 in Fig. 3 allows / V

all possible orientations within a range3if0°. But most po-
sitional relations do not allow all possible orientations. Re
lation number 1 in Fig. 3 allows exactly one orientation, rer
lation number 2 allows orientation variations within a range
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Figure 2: Left: Allen’s thirteen one-dimensional inter- |
val relations; Right: Further possible variations in two{ 4+
dimensions; to distinguish the intervals, one interval is de-{5 T/
picted as a white rectangle, the other one as a black rectangl
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A representation scheme emerges when we relate two inE{=zz1-
tervals in these ways. Fig. 4.(a) shows the one-dimensional / V }/
case, Fig. 4.(b) the two-dimensional case. Such a refer
ence system partitions the plane into different qualitative lo-
cations, defining possible positional relations. Embedding
intervals in two dimensions suggests orthogonal reference
systems, one induced by each interval. Orthogonal reference
systems are appropriately related to the Euclidean plane and e -
to what can be distinguished easily by perceptual processag. Partltlonlng BA
We, accordingly, partition the range of possible directions by Considering the positional relations Bf4, as well as all
90° angles, obtaining th& directions shown in Fig. 4.(c). orientation variations, we obtain quite a large set of relations.
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There exist225 positional relations and orientation vari-

and orientation. Since many relations, such3a4(1) and

We focus on problems dealing with rigid objects, and we

ations, making togethe225 x 8 = 1800 relations. Each have to restrict the set of possible relations accordingly. As a
relation simultaneously encodes information about positioconsequence we are interested in relations which are free of
intersections, since rigid objects do not intersect each other.

B.A(2), allow only a subset of all orientation variations, thereThis allows us to omit relations such BsA(55).

are altogethe225 < n < 1800 relations.

Depending on the application area, some relations a
more important than others. Relations, which are not to &
distinguished anymore regarding the application at hand, c
be merged into the same equivalence class. As a resul
smaller set of coarser relations is obtained. Confining on
self to rather small sets of relations allows simpler modelling
more efficient reasoning, and easier comprehension of sy
tem behaviour.

Figure 4: (a) The one-dimensional reference system disti

guishes five positions — the reference interval runs from
point 2 to 4; (b) the two-dimensional reference system distin

guishes fifteen positions — the reference interval runs fro
point 13 to 15; (c) as for the locations different directions ar
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Let us first of all consider a subset Bf4 which is impor-
tant irrespective of the application at hand. This subset coh

tains those locations coinciding with the reference systerﬁigure 5: Top: Interval relations embedded in two dimen-
i.e. the locations 1, 3, 5, 7, 9, 11, 13, 14, 15in Fig. 4.(b)sions, the vertical reference interval being displayed bold:

Endpoints of intervals lying at these singular locations arBotom: Left: Abbreviations for the relations; Right: the
marked by bold points in Fig. 3. Whether the endpoints Of jentation variations for each relation

primary intervals lie precisely at such locations is of no inter-

est in the context of qualitative reasoning; it does not matter

whether one object is exactly aligned with another. Instead, Putting together relations in this way, we eventually obtain
we want to restrict ourselves to relations which are just suthe 23 relations shown in Fig. 5. Two relations are connected
ficient for a coarse representation. For this reason, we avditthis graph if they are conceptual neighbours. Accordingly
endpoints lying in singular position: for exampl8A(2) is  to [6], two relations between pairs of intervals are concep-
regarded aB.A(17), or asB.A(27) by excluding endpoints in tual neighbours, if they can be directly transformed into one
singular positions or by including points in general positionsnother by continuously deforming, i.e. shortening, length-
— sometimes it is necessary to consider sets of both posning, or moving, the intervals. We refer to the set of these
sibilities, for instance, when representing two parallel lineggelations asB.Az3, and there is a mnemonic description of
which are equal in orientation and length; furthermore, rethem at the bottom of Fig. 5 that aids in comprehending
lations such a#8.A(1) are regarded aB.A(27), i.e. rather their meaning. The relations i8.4,3 are crucial for dealing
than considering singular locations neighbouring regions awith rigid objects. All conceivable arrangements between
considered that enclose that singular location. We are alii®o rigid objects can be represented®yl»3, since the rela-

to state, for example, that objecis somewhere to the front tions in this set argintly exhaustiveegarding intersection-
left of objecty, but it is not possible to state that objecis free objects arranged in the plane. Moreover, each conceiv-
precisely aligned with the left front @f. However, thisis not able arrangement of two objects can be represented unam-
actually the information we require. As we shall see later orhiguously byB.As3, since these relations apairwise dis-
coarse positional information is already sufficient for solvingoint. Taking into account all possible orientation variations
several interesting problems. we obtain125 relations, which we refer to d8.43,, with the
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Figure 6: Examples for the iconic depiction Figure 7: Given the orientation af, and ofy. possible ori-
entations forz, are deduced

8 indicating the possible directions.
_ y:. Fig. 8 shows the table of converse relationis,
4 Reasonmg about Intervals denoting the positiong the orientation. For instance,

Any reasoning procedure deals in some way with subze :ﬁ% Azt =0 — y? :%g% Ay =0
sets ofBA3,. When we know exactly which relation holds * Y ! ! (first col-
between objects we are concerned with a subset contalwmn, second row in Fig. 8). Note that Fig. 8 contains some
ing only one element. But after a single inference step o@mpty sets which denote impossible combinations of posi-
knowledge frequently becomes indeterminate, and this indéon and orientation.

terminacy means that we are concerned with subsets contain- ..

ing more than one relation. If our knowledge is still more im#4-3 ~ Composition

precise than one of th25 relations ofB.A3;, we must take Finally, there is the composition operation. Givep

into account all those relations which may hold. Sometimesnd 3., we are interested in the relation, which can
our knowledge is completely indeterminate, and every relde looked up in the composition table in which all pos-
tion in BA3, could hold. We can exclude relations if theresible transitivity relations are stored. Fig. 10 on the
are reasons why these relations cannot hold in the currdast page of this paper shows the composition table. For
situation. We shall now show how subsets3od5, make up

the objects about which reasoning is to be performed. ) Ty = ﬁ Ay, = ﬁ — I, = ;gg
Each subset represents a number of relations which df$tance. (second

possible in a context, for example, as the result of an operﬁglu_mn’ SeCO”F’ row in the composition t'able).. For the com-
tion. An iconic depiction illustrates those subsets concisel0Sition, we writer, = z, o y.. The resulting orientation of
Fig. 6 shows some examples; each icon is a minimised dé-With respect ta is computed according to Fig. 7. ,
piction of the graph in Fig. 5. Positional relations contained T We have a set of intervals, the composition operation
in a subset are printed in black, and orientation relations c&fn P€ applied repeatedly to three-element subsets until no

be specified for each positional relation separately. For claf2ore relations can be updated. This results eventually in a
ity the identity relation is frequently omitted. consistent set of relations. If the updating process leads to an

empty relation between two intervals an inconsistency has
4.1 Set Operations been recognised.

Using these icons it is possible to visualise the funzr 4 Composition Table

q | ) % = g h h | Let us discuss the composition operation more thoroughly.
amental operations. shows the complement, to 195 gifferent basic relations oBAS, allow 1252 =

;@ggio A ﬁ _ ﬁ ﬁ U ﬁ :%@ 15625 compositions. We access the orientationyoby y?,
the intersection, an and its position by®. y¢ is irrelevant for the deduction of
the union of two subsets. the position of: with respect ta, sincez?, =, andy? suf-
. ficiently constrain how the position afis related tar; and
4.2 Converse Relation the orientation of with respect tac can be derived from the
A particularly useful operation consists in identifyingtable in Fig. 7. Hence different orientation variationsyof
the converse of a relation, i.ex, describesy with re- can be pooled together in the composition table. Moreover,

spect tor and for the converse relation it holds thgt = we can omit the identity relation since it behaves neutrally
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Figure 8: Converse relations: giver in the upper rowy, is derived depending on the orientationgoWith respect tar
which determines the row; the orientation is given in the first column which also shows the change in orientation

with respect to composition. Furthermore, all compositions and vice versa. The algorithm terminates at the latest af-
with the empty relation are empty; and all compositions wither the second recursion step depending on the given position
the universal relation result in the universal relation, exce@nd orientation ofy with respect tac. Finally, Fig. 7 shows

for the composition with the empty relation. As a consethe combinations of two orientations in order to compute the
quence, there are onf#}2 possible relations to be consideredcomposition of the orientation? = :cg o y?. By consid-

for y., leading tol 24 « 22 = 2728 entries in the composition ering these orientation combinations, the previous composi-
table. Exploiting the available symmetries we can reduce thin algorithm, and the identity relation, we obtain Eb625
composition table t81 * 22 = 682 entries. We shall refer to compositions.

the composition table &7 . The following algorithm shows  Two examples show the application of the composition al-

the computation of the728 compositions. gorithm;
1z, = FlBl andy, = FOI
get-z. (zy,y:) BN FlBl %ET 7
if z, €CT — (xz‘?)_l =FreCT (10th row)
return CT (1), y.) — CT(Ff",FO; ") =CT(F[",BO,)  (15th col)
elseif (zf)~' eCT — a2 ={F,FO;,C}
return CT((xf)fl, (y®)=h — a¢ = Bjo F, ={B,,B, B} (Fig. 7)
else B
2.z, = B andy, = DJ
return get-z(z, ', y.) ! _y> z, = BB ¢ CT :
(gc¢>)—1 BEr ¢ CcT cT
—— T, FF eCT (11th row

C7T (zy,y.) may simply be looked up in the composition
table. (:z:;f)*l considers the inverse of the orientationyof —>—>¢$z _017:(5?75 Dy) = {Fi, Fin, F;} (19th col,)
with respect tar while keeping the position the same; the ¥z — (@) = { B, Bun, By}
inverse of the orientation is a rotation b§0°; (y®)~! can —af=Bor=F(Fg.7)
be expressed agy. + 11) mod 22); this refers to the col-  All the entries in the composition table have been verified
umn in the composition table which is addressed by addimpanually. Examining the composition table we can make
11 columns to the column denoted By, the modulo opera- some observations. (a) All compositions are valid. (b) There
tor allows to return to the first column after the last columrare comparatively few inferences with unique results; most
has been reached — this corresponds to a change in locatimmclusions contain disjunctions of possible results; such
by 180°; x;l simultaneously takes the inverse of positiordisjunctions represent coarse information. (c) Almost all dis-
and orientation, i.e. all occurrences Bfare changed into junctions of alternative results form conceptual neighbour-
F and vice versa, and all occurrenced @fre changed into hoods. The only exceptions to this are disjunctions which are
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made up of differentontains relations. They do not form a different relations may be possible. Our observation is unde-
conceptual neighbourhood in every case since intersectiorgsmined. Consider the left hand side of Fig. 9. The relation
are excluded; intersections would link differentitains re-  betweernrz andy may be clear for both cameras. The camera
lations, such as"C, and BCj, into neighbourhoods; see, at the bottom may decide foit = {C;, FC;}, since from

for instance, row 3 and column 5 @7". (d) In many cases its viewpoint it is not clear which side the front efis on
neighbouring entries lead to similar neighbourhoods rathevith respect tay. By contrast, the other camera states that
than to completely different neighbourhoods. But note thaj> = {C;, FO,, F}}, since it is certain regarding the side
the composition table is not designed in such a way that aif > with respect toy; on the other hand it is not able to
neighbouring preconditions form conceptual neighbours; fatecide whethetr is completely in front ofy or whether it
example, column seve,., and column eightD,., do not overlaps withy. The indeterminacy of each single camera
form neighbouring concepts. (e) Only a small fraction of thés compensated for by the other camera; i.e. it holds that
elements of the power s@(B.AS;) appear in the compo- y. = y! Ny? = {C), FC;} N {C), FO,, F}} = C.

sition table. (f) The composition table has only entries for

atomic relations; for compound relations it is necessary t6.3 Different Erroneous Viewpoints

_consider_the un_ions of the compositions of the correspond- Rather than being undetermined, observations may some-
Ing atorr_n_c relations. (g) In the complete _table, _WIM% times be erroneous. It is assumed that such erroneous rela-
comp_osmons, there are a lot of symmetngs which we havt?ons are at least related to similar correct relations; that is,
used in order to reduce the number of entries necessary. g iors are similar to the right situation rather than completely
. . . wrong. The right hand side of Fig. 9 shows an example. In

S V|6Wp0|nt Integratlon this case, there are two contradictory observations. Camera

Now we shall turn to the problem of integrating spatiall observeg! = FO,, and camera 2 observey$ = FC,.
knowledge. In this context we are not only concerned witill we can do is compute,, separately for each case. The
different views which we have to reconcile; these views areesults can then be compared. Relations which are part of
likely to be incomplete, inaccurate, or even erroneous, arfibth results may be the best candidates for the actual rela-
we have to cope with such problems as well. tionship. In the first case we obtail = {F}, F,, F}.}; in

The relations inB.45, describe coarse spatial information.the other case? = {FCy, F,,,, FC,., FOy, FOyy,y }. From
They allow us to cope with incompleteness by consideringhat follows,z. = z! N 22 = F,, may at least be close to
subsets 0B.45, in which each element describes one possithe actual result.
ble situation. Incompleteness means that we do not have all
the information regarding a scenario; we may characteri Related \Work
the scenario by considering all the situations that are possi-
ble for that scenario. If we know nothing, we have to tak
all possible situations into consideration, and our knowled
is completely undetermined. By contrast, if we are certai
about the given scenario we can describe it using exactly o

relation. The larger the subset we have to consider, the le 33 ion is based on i Is which
we know. Imprecision is dealt with implicitly by the coarse- 1), our new representation is based on intervals which are

ness of these relations, and more imprecision can be de [pbedded in the two-dimensional plane. A few approaches

with again by subsets dBAgg. Indeterminacy may also eal with linear entities in two dimensions: line-line rela-

arise due to erroneous sensory information. We shall coﬁpnS are found in [5] but these concern arbitrarily curved
sider these issues in turn Ines rather than straight intervals. [14] and [12] deal with

straight line segments but they do not distinguish some visu-

5.1 Different Incomplete Viewpoints ally salient arrangements of lines, as detailed by [8].
The arran t of obiects in Fig. 1 first _Our approach is a generalisation of [9] which is confined
gement ol objectsIn F19. L SEIVes as afirs exa% special line arrangements that form polygons. Moreover
ple. The left camera observesvith respect tg;, and it holds P 9 POyg '

ity — D1 From th rght camerave ea g £ 2o SP8CH 2 sl ected 0 7] hl we ol e
We conclude, it holds that, = z, oy, = F; 0 D; = F}. y 9 P

For the composition we need to know that the orientation gf
y with respect te is F.. The orientation ofc regardingz is — CameraZ
F, o B, ={By, B, B,.}, as shown in Fig. 7. This orientation . >>
cannot be computed precisely, although we can be certgin T

Different generalisations of [1] to the spatial domain have
een proposed and surveyed by [2]. In contrast to these gen-
ralisations, which are based on point configurations ([7],
3], regions ([3], [4]), or orthogonal projections of two-
gnensional objects on a number of different axes ([10],

thatx is somehow oriented backwards with respect.to

Camera 2

5.2 Different Imprecise Viewpoints N7 camenss \

It is sometimes not possible to determine the exact rel&igure 9: Two scenarios, each one is observed from two dif-
tion between objects. From a given point of view severderent viewpoints
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for both complete and incomplete information this approach

deals equally well with lateral views and top views; differ-

ent views can even be reconciled as far as possible to iden-

tify objects uniquely. Such a qualitative representation can

be comprehended very well indeed both from the engineer’s
and the user’s points of view. Figure 10: Next page: the composition table
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