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~ Abstract—In this paper, | present a method to solve a node the suspicious surveillance lods.]lll presents the metlfigh.
discovery problem in a networked organization. Covert node jntroduces the dataset generated from a real organization
refer to the nodes which are not observable directly. They déct and the computationally synthesized datasets for perfocma

social interactions, but do not appear in the surveillance dgs d h . I dE
which record the participants of the social interactions. Dscov-  tests.[¥ demonstrates the precision, recall, an measure

ering the covert nodes is defined as identifying the suspiais  Characteristics with the datasets.
logs where the covert nodes would appear if the covert nodes
became overt. A mathematical model is developed for the maxial Il. RELATED WORK

likelihood estimation of the network behind the social inteéactions . - .
and for the identification of the suspicious logs. Precisionrecall, The social network analysis is a study of social structures

and F measure characteristics are demonstrated with the daset ~Made of nodes which are linked by one or more specific types
generated from a real organization and the computationally Of relationship. Examples of the relationship are influence
synthesized datasets. The performance is close to the thetical  transmission in communication, or presence of trust in col-
limit for any covert nodes in the networks of any topologies ad laboration. Studies in complex networks [3], [24]] [6], WWW

sizes if the ratio of the number of observation to the number 6 ; :
possible communication patterns is large. search and analysis§|[4],.][1], and machine learning of latent

Index Terms—Anomaly detection, Covert node, Maximal like- variables[[21], [2P] are major related research topics.

lihood estimation, Node discovery, Social network. Research interests have been moving from describing orga-
nizational nature to discovering unknown phenomena. A link
. INTRODUCTION discovery predicts the existence of an unknown link between

Covert nodes in a networked organization refer to persong’vo nodes from the information on the known attributes of the

who affect social interactions (communications among thd0des and the known linksI[5].1[7]. [23]. The link discovery

nodes and resulting collaborative activities), but do qear ~ (€CNiques are combined with domain-specific heuristibe T
in the surveillance logs which record the participants @ th collaboration between scientists can be predicted from the

social interactions. They are not observable directlyciis ~ Published co-authorship [12]. The friendship between peisp
ering the covert nodes is defined as identifying the suspicio m_ferred from the information avallabvle on their web pad®s [
surveillance logs where the covert nodes would appear if thPiScovery of a network structure [18]. [16], [17] and detent
covert nodes became overt. This problem is called a nodgf @n anomaly in a network [20] are also relevant related
discovery problem. research topics. _ _

Where do we encounter such a problem? Globally net- A node discovery predicts the existence of an unknown

worked clandestine organizations such as terrorists,icais, ~ "0de around the known nodes from the information on the
or drug smugglers are great threat to the civilized sodietie Colléctive behavior of the network. Related works in the eod
Terrorism attacks cause great economic, social and envirofliscovery is limited. Heuristic method for node discovesy i
mental damage. Active non-routine responses to the ateaeks ProPosed in[[13]. The method applies clustering algorithm
necessary as well as the damage recovery management. -l{_gé], [8] to the nodes in a network, and detects the _node which
short-term target of the responses is the arrest of the parpe inter-connects clusters _at the _border of a cluster in cladte _
tors. The long-term target of the responses is identifying a networks. The method is applied to _analy_ze the covert social
dismantling the covert organizational foundation whictsea, ~N€twork foundation behind the terrorism disasters [14].
encourages, and helps the perpetrators. The threat willifbe m T
gated and eliminated by discovering covert leaders anigairit .
conspirators of the clandestine organizations. The difficef A Observation

such discovery lies in the limited capability of surveiltzn A node and a link in a social network are a person
Information on the leaders and critical conspirators argsing  and a relationship resulting in influence transmission betw
because it is usually hidden by the organization intentipna persons. The symbols; (7 = 0,1,---) represent the nodes.

In this paper, | present a method to solve the node disSome nodes are overt (observable), but the others are covert
covery problem. The method infers the network topology anqunobservable)O denote a set of the whole overt nodes
probability parameters behind the social interactions ypg  {ng,n1,--- ,ny_1}. Its cardinality isN = |O|. C = O
of the maximal likelihood estimation), applies an anomalydenotes a set of the whole covert nodes;, nx41,--- }. The
detection technique to the surveillance logs, and idestifiesymbold; (0 < i < D) represent an individual communication

. METHOD
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pattern (and a resulting collaborative activity) among the The probabilityp({d;}|0) in eq.[3) is expressed by €d.(7).

persons. It is a set of node§, € O N C. The unobservability The operatorn means logical AND.

of the covert nodes does not affect the communication patter N1

For example, the members of a communication pattern are oy o -

those who join an online community. p(dif6) = ZO i fi H Gilsk: @
An observationd; in surveillance logs is a set of the overt -

nodes in a communication pattein It is given by eq[{lL). The The logarithmic likelihood function takes an explicit for-

number of data iD. mula in eql(B). The casé = j in multiplication ([[,) is
included sinc&lfk = d; always holds.

0<k<N A k#j

di=6n0 (0<i<D). (1)

D-1 N-1 N-1
{d;} denotes the observation dataset. Note that neither arL(8) = Z log(z di f; H {1 —dix + 2dix — 1)rj1.}).
individual node nor a single link can be observed directly, b i=0 j=0 k=0

a group of nodes can be observed as a communication pattern. R (8)
{d;} can be expressed by a 2-dimensiofak N matrix of The maximal likelihood estimatd? is obtained by solving
binary variablesi. The presence or absence of the nagén eq.[9). .
the datad; is indicated by the elements in €g.(2). 0 = arg max L(8). 9)
dij = { 1 if ;Lj E,di (0<i<D,0<j<N). (2 A simple incremental optimization technique (hill climiin
0 otherwise method) is employed to solve €d.(9). Simulated annealing
B. Maximal Likelihood Estimator Network method [8] can be employed to strengthen the search ability

A parametric form is defined to describe the network@nd to avoid sub-optimal solutions. These methods searca mo
topology and the influence transmission over the network. ThOPtimal parameter values around the present values andeupda

influence transmission governs the possible communicatioflém s in ed.(10) until the values converge.
pattern§~_{5i} which result in the observation datas{dlg}: The ik = Tk + AT
probability where the influence transmits from an initigtin fi—= fi+Af

noden; to a responder node, is ;. The influence transmits ) o
to multiple responders independently in parallel. It is igm The updateAr,,, andA f,, should be in the direction of the

to the degree of collaboration probability in trust modglin Maximal ascend of the likelihood function. It is indicategl b
[11]. The constraints ar® < rj, and Zk;é‘rjk < 1. The the multiplication of the derivatives and the updates ir{Ef).
. < y < 1.

(0<j,k<N). (10)

quantity f; is the probability where the node; becomes an N-1 OL(0) N-1 OL(0)

initiator. The constraints are < f; and Y7 ' f; = 1. These ALB) = Y o Aram + > oA (1)
parameters are defined for the whole nodes in a social network nym=0 O nm n=0 fn

(both the nodes IO and C). Individual derivatives in ed.{11) are calculated by Eg)(12

A single symbol@ represent both of the parameters, and eq[(IB).
and f; for the nodes inO. 6 is the target variable, the
value of which needs to be inferred from the observation 9L(6) bt
dataset. The logarithmic likelihood function [8] is definey o > [fadin(@dim — 1) T] {1 = dix + (2dix
eq.[3). The quantity({d;}|@) denote the probability where =0 k#m

the observation datas¢t; } realizes under a givef. Nl N1
~Drar}+ Y dijfy [[{1 = dix + 2dix — Drji}]. (12)
L(6) = log(p({di}|0)). ©) =0 k=0
The individual observations are assumed to be independent. o1 )
. . OL(6 - -
eq.[3) becomes e&llj(ffz - ngn) = > ldun TT 41 = dut + 2di — 1)}
1=0 k=0
L(0) =log([ | p(cil6)) = D log(p(d;|6)).  (4) N-1  N-1
=0 1=0 = dijfj H {1 —di, + (Qdik — 1)7‘jk}]. (13)
The quantityg; ;;, in eq.[3) is the probability where the j=0 k=0

presence or absence of the nodg as a responder to the . Node Discovery - Anomaly Detection

stimulating noder; coincides with the observatiaf. Suspiciousness of the observation ddtas evaluated by

eq.[14). Suspiciousness means the likeliness where thertcov
node would appear in the data if it became overt. Larger value
means more suspicious data.

T if d;;. = 1 for given< and j
ik = { 3k F g J (5)

1—r;,  otherwise

eq.[®) is equivalent to e@l(6) since the valueigf is either

0orl. N 1
Giljk = dirrjr + (1 — dig) (1 = 7). (6) s(di) = D)D) (14)
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Fig. 1. Network model (A) representing global mujahedirhddi fighters) Fig. 2.  Network model (C) consisting ¢f01 nodes andG = 8 groups.
organization [[IB]. The model consists @7 nodes, and 4 regional sub- The group contrast parameter in Eql(16)){&F — 1) = 400. The noden;,

networks. The sub-networks represent Central Staffs (C8)e Arabs (CA),  which is indicated by a red circle, is the largest hub whoseéahaegree is
Maghreb Arabs (MA), and Southeast Asians (SA). The nadgio, which K(n1) = 23.

is indicated by a red circle, is believed to be the foundethef drganization.

) ) The model (A) provides with the practical implication
Ranking of the observation dat_a_can be ca_llcu_lated from thg¢ solving the node discovery problem. But mathematical
value of eq[(TH). The-th most suspicious datais given8y;)  model is more suitable than the real organization to study
in eq.[I5). Suspiciousnessd, ;) is larger thans(d,(i)) for  the extensive quantitative characteristics of the methizte,
anyi <. Barabasi-Albert mode[[3] with a group structure is usedhas
o(i) = arg max s(dn) (1<i< D) (15) generalization of hubs and group structure in the model (A).
m#a(n) for Yn<i - -7 The Barabasi-Albert model grows with preferential attaelnt.
The probability where a newly coming nodg connects a link
to an existing node; is proportional to the nodal degreeof
A. Network Model (p(k — j) < K(n;)). The occurrence frequency of the nodal

Two classes of network models are employed to generatdegree tends to be scale-fref(k) oc K). In the Barabasi-

communication test dataset. The first class is a real org;;anizxlbert model with a group structure, every nodgis assigned

tion. The second class is a mathematical model having deverd pre-determined group atmbutmj). _to which It, bglongs_. The
. number of groups i€7. The probabilityp(k — j) is modified
adjustable parameters.

The netuor model () i FIL represens a real orgal? L9, Sroth convas peranent e, ke
nization. It is a global mujahedin (Jihad fighters) organi- groups app q ¥ '

. . : . 1jnitial links between the groups are connected at randomrbef
zation which was analyzed in_[19]. The model consists o rowth by preferential attachment starts
107 persons and 4 regional sub-networks. The sub-network® yp ’

IV. TESTDATASET

repre_sent antral Staffs. (CS), Core Arabs (CA) from the (k= j) o n(G —1)K(nj) if c(n;) = c(ng) (16)
Arabian Peninsula countries and Egypt, Maghreb Arabs (MA) P J K(nj) otherwise

from the North African countries, and Southeast Asians (SA)

The organization has a relatively large Gini coefficient fué t The network models (B), (C), and (D) are examples where

nodal degree(.35, and a relatively large average clustering th® number of nodes 01 andG = 1, 8, and201. The model
coefficient, 0.54, [24]. In economics, the Gini coefficient is (B) results in the conventional Barabasi-Albert modeleTh

a measure of inequality of income distribution or of wealthModel (C) is shown in Figl2. The model (D) results in Erdos-
distribution. A larger Gini coefficient indicates lower edigy. ~ R€nyi model [[6] which is configured by random connection
The values mean that the organization possesses hubs and@ween nodes.

group structure.

The nodencsig (indicated by a red circle in Flg.1) is a
hub having relatively large nodal degrek (ncsi0) = 8). It The dataset for performance tests is generated from the
is believed to be the founder of the organization, and said teetwork models i IV-A in the 2 steps below.
be the covert leader who provides operational commanders in In the first step, the communication patterfi§;} are
regional sub-networks with financial support in many téamr — generatedD times according to the influence transmission
attacks including 9/11 in 2001. His whereabouts are not knowunder the true value d. A pattern includes both an initiator
despite many efforts in investigation and capture. noden; and multiple responder nodeg. An example iy =

B. Communication Model
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{ncs1, ncs2, nesa, ness, neses, Nes7, NCS10, NCS11, NOS12 (C = {ncsiw0}, |C| =1, N =]|0O| = 106). The horizontal

for the model (A) in Fid.lL. axis is the rate of the number of the retrieved dafy)(to

In the second step, the observation datdde} is generated the number of the whole dataDj. The vertical solid line
by deleting the covert nodes i@ from the patterns{d;}. indicates the position ab, = D;. The broken lines indicate
The exampled, results in the observatiod, = 6o N C =  the theoretical limit (upper bound) and the random rettieva
{ncs1,ncse2, ncs4, ness, nese, NesT, esi1, nesie ) ifthe ex- limit (lower bound). The evaluation is under the condition
perimental condition is that' = {ncs10}- where the all possible communication patterns are known.

The covert node inC' may appear multiple times in the The precision, recall, and F measure are the same value of
communication pattern&; }. The number of the target obser- 0.78 atD, = D;. These are much better than those of the
vation data to identify is given by, = Z?:f)l B(d; # ¢6;).  random retrieval £'(D;) = 0.04) and close to the theoretical
The functionB(s) returns1 if the statement is true and0  limit. The method fails to discover two suspicious records
otherwise. A few conditions are assumed in the performancé; ={ncs10, ncsi11}, and{ncsio, ncsiz} when D, is small.
evaluation iV for simplicity. At first, the probability; does  This indicates that the communication with the nodes having
not depend on the nodeg;(= 1/|OUCY). Second, the value of small nodal degree K (ncsi1) = 1 and K(ncsiz) = 1)
the probabilityr;; is either O or 1. The number of the possible does not provide much clues for node discovery. On the other
communication patterns is bounded (less than or equal to thgand, the most suspicious observation d#ta, includes all
number of nodesV). Finally, the influence transmission is bi- the neighbor nodesicsi, ncs2, ness, ncess, nese, NCSTy
directional ;5 = ;). ncsi1, andngesio. The method succeeded in discovering most
of the suspicious records and the all suspicious nodes. The
investigators will decide to collect more detailed infotioa
A. Performance Measure on the communication (and a resulting collaborative activ-

Precision, recall, and F measure are used as a measub¥) Of the suspicious neighbor nodes. This will result in
of the performance. In information retrieval (such as searc identifying, locating, and finally, capturing the coverater
document classification, and query classification), theipien ~ (C = {ncs10}) who is responsible for many terrorism attacks.
p is used as evaluation criteria, which is the fraction of the Let's move on to the second class of the network model
number of relevant data to the number of the all data retrieve(mathematical model with adjustable parameters) and study
by search. The recalt is the fraction of the number of the the extensive performance characteristics of the methigddl F
data retrieved by search to the number of the all relevart datshows the F measut€(D;) as a function of the nodal degree
The relevant data refers to the data whére# 6;. They are K. Individual plots shows the F measure averaged over the
given by eq[(1l7) and e@.(I18) They are functions of the numbelfials where the experimental condition is that a node tgvin
of the retrieved datd),. It can take the value from 1 t®. @ given nodal degreé((n;) = K is the target covert node
The data is retrieved in the order @f 1), d,(2), 10 dy(p,)- to discover (V = |O| = 200, |C| = 1). The solid line

b graphs (a), (b), and (c) are for the model (B), (C), and (D).
221 Bldoiy # 60(i))

V. PERFORMANCEEVALUATION

The broken lines indicate the theoretical limit and the mnd

(D) D, ' (17) retrieval limit. The evaluation is under the condition wher
ZDr Bldois % 6,01) the all possible communication patterns are known in[fig.4
r(Dy) = ==L 2C0® 7 Tol)] (18)  through Fid.:6. The resulting F measure ranges from 0.7 to 1.
Dy It does not depend on the number of groups (or topology of
The F measurd” is the harmonic mean of the precision the network model). The performance becomes better as the
and recall [10]. It is given by ed.(19). nodal degree of the target covert nodes increases.
1 20(Dy)r(Dy) Fig[d shows the F measurB(D;) as a function of the
F(D,) =+ — = . (19)  number of groups> in the trial where the largest hub is the
3o T o) p(Dr) +7(Dr) target covert node to discovelN(= |O| = 200, |C| = 1). The

The precision, recall, and F measure range from 0 to 1. Alhorizontal axis isZ/N. The number of the nodes is constant.
the measures take larger values as the performance ofegtrie The group contrast parameter is fixed /gtG — 1) = 400

becomes better. regardless of the value aff. The broken lines indicate the
theoretical limit and the random retrieval limit. The F meas
B. Result degrades down to 0.7 aroudsil= 0.5N. But the performance

The results of the performance evaluation using the tesittill remains much better than that of the random retrieviaé
dataset if IV-B derived from the network modelsin TV-A are method can be applied for any value Gf
demonstrated. Figl8 shows the F measurB(D;) as a function of the

Let's start with the first class of the network models (realnumber of overt nodesN = |O|) in the trial where the
organization) and learn the implication of the method.[ig. largest hub is the target covert node to discoJér|(= 1).
shows the precisionpf, recall (), and F measureK) in  The number of the groups is constadt & 1). The broken
the trial where the experimental condition is that the noddines indicate the theoretical limit and the random retlev
ncsio IN the model (A) is the target covert node to discoverlimit. Except the caseN = 50, the performance remains

SMC 2009
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plots shows the F measure averaged over the trials whereeghawihg a given
nodal degreek (n;) = K is the target covert node to discoveC] = 1).

The solid line graphs (a), (b), and (c) are for the model (B), @nd (D)
(|O] = 200). The broken lines indicate the theoretical limit and thed@m
retrieval limit.
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Fig. 5. F measurd’(D;) as a function of the number of grougs in the

trial where the largest hub is the target covert node to g&torhe number
of the nodes is constant@®@| = 200, |C| = 1). The group contrast parameter
is n(G — 1) = 400. The broken lines indicate the theoretical limit and the
random retrieval limit.
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Fig. 6. F measuré’(Dy) as a function of the number of nodéé = |O] in
the trial where the largest hub is the target covert nodegooter (C| = 1).
The number of the groups is constatt & 1). The broken lines indicate the
theoretical limit and the random retrieval limit.

constant. The method can be applied for large networks. Note
that several hours of calculation is necessary with a standa
personal computer whelN approaches to 1000. The size of
the network is limited by the amount of calculation rathearth
by the accuracy obtainable from the method.

Fig[d shows the F measurE(D;) as a function of the
number of the observed dafain the trial where the node, in
the model (B) is the target covert node to discov@r£ {ng}).
The horizontal axis is the ratio ab to the number of the
possible communication patterf(UC| = N+1) as assumed
in [V-B] The ratio wasD/N = 1 in Fig[4 through Fidb.
The broken lines indicate the theoretical limit and the mand
retrieval limit. The F measure is close to the theoretiaaitli
if more than 80% of the possible communication patterns is
observed. The performance is no better than that of the mando
retrieval if only 50% of the possible communication pattern
is observed. It is a major restriction imposed on the method
that many of the possible communication patterns need to be
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method will be the new basis to analyze something hidden
behind the direct observation, which is beyond the scopkef t
conventional statistical methods and data mining expeertis

e
[
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