SN KREZZ2MTIER Y R b

Kyushu University Institutional Repository

An Empirical Study on Influence of
Approximation Approaches on Enhancing Fireworks
Algorithm

Pei, Yan
Graduate School of Design, Kyushu University

Zheng, Shaoqiu
Peking University

Tan, Ying
Peking University

Takagi, Hideyuki
Faculty of Design, Kyushu University

https://hdl. handle. net/2324/1905845

HhRIE$R : Proceedings 2012 IEEE International Conference on Systems, Man, and Cybernetics
(SMC), pp.1322-1327, 2012-10-17. IEEE
N—=I 3

HEFIBAMR



An Empirical Study on Influence of Approximation
Approaches on Enhancing Fireworks Algorithm

Yan Peft, Shaogiu Zheng Ying Tan and Hideyuki Takadi
*Graduate School of Design, Kyushu University, Fukuokaada®l5-8540
Email: peiyan@kyudai.jp
f Department of Machine Intelligence, School of Electroritgyineering and Computer Science, Peking University
Key Laboratory of Machine Perception (Ministry of EducalipPeking University, Beijing,100871, P.R. China
Email: zhengshaogiu@pku.edu.cn, ytan@pku.edu.cn
fFaculty of Design, Kyushu University, Fukuoka, Japan 85863
Homepage: http://www.design.kyushu-u.ac:jakagi/

Abstract—This paper presents an empirical study on the influ-  of sampling methods for approximating fireworks algorithm
ence of approximation approaches on accelerating the firewes  fitness landscape. It includes the best fitness samplingauieth
algorithm search by elite strategy. In this study, we use thee  ho sampjing distance near the best fitness individual sagpl

sampling data methods to approximate fitness landscape, i.the . .
best fithess sampling method, the sampling distance near theest ~ Method and the random sampling method. We apply an elite

fitness individual sampling method and the random sampling ~Strategy to enhance fireworks algorithm search capabilitly w
method. For each approximation methods, we conduct a series different sampling methods and different sampling data -num
of combinative evaluations with the different sampling mehod ber.
and sampllng numbe( for accelerating fireworks _algorlthm. The The originalities of this paper are: (1). This study disasve
experimental evaluations on benchmark functions show that . . -
this elite strategy can enhance the fireworks algorithm semh  that elite strategy is an efficient method to accelerate the
capability effectively. We also analyze and discuss the rmed  fireworks algorithm search; (2). We investigate the inflieenc
issues on the influence of approximation model, sampling meod, of sampling methods on acceleration performance of firesork
andf sampling number on the fireworks algorithm acceleration algorithm; (3). We also investigate the influence of samplin
performance. : : .
Index Terms—Fireworks Algorithm, Elite Strategy, Fitness _numberon acc_eleratlon performance of the fireworks algrit
Landscape, Approximation, Acceleration in each sampling method. . .
Following this introductory section, we conduct an ovewie
. INTRODUCTION of the fireworks algorithm in section Il. Section IIl presgtthe

Evolutionary computation (EC) acceleration is a promisingapproaCh design to accelerate fireworks algorithm and some

study direction in recent EC community [6]. On the one hand €W approximation methods are applied to approximate tnes

the acceleration approach study is practical fundamental t’landscape. To investigate and verify the performance of the

establish the EC convergence theory, on the other hand; aCCé‘Jroposed algorithm, a series of c_omp_arativg evaluatioas.ar
erated EC algorithms (ECs) benefit their practical appitest conduct.ed by ten benchmark fupctlons in §ect|on V. In se'cu.

in industrial society. Approximating ECs fitness landscapé v, Whe glscuzs somel_relatgd topics obn the |an;11 ence of sqmpl]ng
conducting an elite strategy is one of the effective apgreac method and 'sampling data number on the approximation

to accelerate ECs, Reference [11] proposed an approximatit?ccu_r acy and a_cceleratlon periormance, other relatedsse
approach in originah-D dimensional search space to accel—"JIISO involved. Fln_ally, we conclude the whole study and enés
erate EC and References [5] and [7] extended its work t(She future works in section VI.
approximate fitness landscape in projected one dimensional Il. FIREWORKSALGORITHM
search space. ) ] )

Fireworks algorithm is a new ECs and a population based Philosophy of Fireworks Algorithm
optimization technique [12]. Compared with the other ECs, The fireworks algorithm generates offspring candidates
fireworks algorithm presents a different search mannerghvhi around their parent individual in search space as if the fire-
is to search the nearby space by simulating the explosioworks explosion generates sparks around its explosiont.poin
phenomenon. Since it was proposed, fireworks algorithm haSiven a single objective functiofi: 2 C R™ — R, it is sup-
shown its significance and superiority in dealing with thé-op posed that fireworks algorithm is to find a point €2, which
mization problems of non-negative matrix factorizatioh[H]. has the minimal fithess. It is assumed that the population
Although the fireworks algorithm has shown its advantage thasize of fireworks isN and the population size of generated
the other EC algorithms, it still has the further improveinen spark isM. Each fireworksi(i = 1,2,...N) in a population
possibility by elite strategy. To obtain elite from appnméted has the following properties: a current position a current
fithess landscape, in this paper, we used some variatiorexplosion amplituded; and the number of generated spark



s;. The fireworks generates a number of sparks within a fixedise three sampling data, i.e. best sampling, distance hear t
explosion amplitude. AS to the optimization problgma point  best fitness individual sampling method and random sampling
with better fitness is considered as a potential solutioricivh to investigate the sampling method influence to the model
the optima locate nearby with high chance, vice versa. accuracy and fireworks algorithm acceleration. Secondy, w
also want to investigate the influence of different sampling
number on the approximation model accuracy and fireworks
For defining these properties, the fireworks algorithm makealgorithm acceleration. In this work, we set the different
the simulations of fireworks explosion to generate a number osampling number (3, 5, 10) in each sampling method to
sparkss; within the explosion amplitudel; by Equations (1) conduct a set of comparative evaluations to study on those

B. Spark Number and Explosion Amplitude

and (2), wherey,,q. = max(f(z;)) andymin = min(f(x;)), issues.
1=1,2,...N. Here A and M are constants which are denoted
by a practical optimization problem. B. Sampling Methods

Ymax — f(xl) +e
> i1 (Ymaa — f(@i)) + ¢

1) Best Sampling Method: selects the besk' individuals
as sampling data.

2) Distance Near the Best Fitness Individual Sampling

_F (@) = Yomin + € (2) Method: selects the nearest individuals to the best indi-
2zt (f (@) = Ymin) + vidual using Euclidean distance as sampling data.
C. Spark Generative Operations 3) Random Sampling Method: selectsK individuals ran-

In each generation) fireworks set off within a feasible domly as sampling data.
bounds within explosion amplitudé; and spark size;, then
the spark are generated by Equation (3). In addition, the. Fireworks Algorithm with an Elite Strategy
fireworks algorithm also takes Gaussian mutation operators
(Equation (4)) to enhance local search capability.

A=A

Our elite strategy for approximating fithess landscape uses
only one of then parameter axes at a time instead of all
n parameter axes, and projects individuals onto each 1-D
regression space. Each of thel-D regression spaces has

_ _ projected individuals, which come from the different saimgpl

z} = x] * Gaussian(1,1) (49 methods with a different sampling number. We approximage th

The best firework is kept for the next generation, and thelandscape of each 1-D regression space using the proja¢ted

other N — 1 fireworks for the next generation are Selectedmdmduals and select the elite from theapproximated 1-D
- ' landscape shapes.
based on their distance to other fireworks or randomly as to . . .
In our evaluations, the sampling number is set as 3, 5 and

keep the diversity in the set, which includes tNefireworks, 0 e K=3. K=5 andk=10 to check th i ber
the generated spark and Gaussian mutation fireworks. Th]eﬂ’ I-€. _t ,th g anl I o Cf eck t essvmg;mtglnu;jr ers
fireworks algorithm continues conducting these operattdins Influence 1o the acceleration periormance. YWe test leastrequ
the termination criteria is satisfied. approximation for approximating the 1-D regression search
spaces with one and two degree polynomial functions. The
[1l. FIREWORKSALGORITHM ACCELERATION BY ELITE elite are generated from the resulting approximated shapes
STRATEGY see Fig. 1.

xz = 1’17 + Aixrand(—1,1) ®

A. Motivation

It is a promising study topic on approximating fitness land-
scape to accelerate ECs search, Reference [3] investitieged
fithess landscape approximation approaches and recetgdela
topic on surrogate-assisted EC was reported in Refererjce [4
A novel fithess landscape approximation method using Fourie
Transform was introduced in [8] [9]. References [5], [7]dan
[11] conducted some related works on fitness landscape ap-
proximation for accelerating ECs in-D and 1-D dimensional
search space, respectively. However, previous works sititev |
concern on the influence of the different sampling methods

with the different number to the ECs approximation model

: Fig. 1.  Original n-D space and 1-D spaces obtained by reducing the
accuracy and acceleration per_formance. . . dimensions of the original one.
Some related research topics need to be investigated fur-

thermore. Firstly, there is no related report on the diffiére
sampling method influence to the approximation model accu- The actual least square regression functions used is poly-
racy and fireworks algorithm acceleration. In this study, wenomial curve fitting, given by the Equations (5).
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where z;;, (i = 1,2,...,D) and (j = 1,2,...,K) are the
projected individual of point seX;, (i = 1,2, ..., D) and their
fitness values among:{;, y;) in thei-th 1-D regression space
for (i =1,2,..,D)and(j =1,2,..,K), ag, a1, -, aj are
the parameters obtained by least squares methsdhe power
of polynomial function.

Least square approximation by two degree polynomial func-
tion (LS2) simplifies a regression space with a nonlineaveur
and it is easy to obtain its inflection point from its gradient
using the inflection point as the elite. Linear least square
approximation (LS1) uses a linear function to approximhee t
regression space. Its gradient is either descent or aséent.
safer approach, taking into account both descent and ascel
is to select the average point of the linear approximatioa li
as the elite.

The proposed methods replace the worst individual in each
generation with the selected elite. Although we cannot den
the small possibility that the global optimum is locatedntba
worst individual, the possibility that the worst individuaill

become a parent in the next generation is also low; removin

the worst individual therefore presents the least risk and i
reasonable choice.

The whole flowing of fireworks algorithm with an elite
strategy shows in Algorithm 1.

Algorithm 1 Pseudo-code of Fireworks Algorithm with an
Elite Strategy
1: initialization.
2. randomly selectV fireworks atN locations
3: for ¢t = 1 to maxIter do
4. evaluate theV fireworks using objective function
5. calculate the number of spark and explosion amplitude
of each fireworks
6: generate sparks by Equation (3)
7:  generate Gaussian mutation fireworks by Equation (4)
8: obtain the optimal candidate in tt&et which includes
generating sparksy Gaussian mutation fireworks and
N fireworks
9:  randomly select the othe¥ — 1 fireworks
10:  obtain N fireworks for the next iteration
11: approximate fitness landscape in each projected on
dimensional search space

F1 F2

F9 F10

12:  obtain a spark from approximated curves by Elite Strat-
egy
13:  if EliteFitness > WorstIndividual Fitness then Fig. 2. Average convergence curves of 50 trial runs for FQ;Rhere are
. P only the fireworks algorithm (FWA) and the the fireworks algon with
14 replace the worst individual elite strategy by LS2, best sampling method and 10 samplimgber (FWA-
15 end if 2LSBST10) in each sub figure.
16: end for

17: return the optima




TABLE I
MEAN AND VARIANCE OF 10 BENCHMARK FUNCTIONS(THE VARIANCE IS PARENTHESI9 USED IN EXPERIMENTAL EVALUATIONS, THE BOLD FONT
NUMBERS SHOW THE BETTER FINAL RESULTS

Methods F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
N -4.27E+02(1.55E+03) 6.61E+02 (4.87E+05)| 4.77E+06 (1.50E+13) 2.36E+03 (2.47E+06)| 2.77E+03 (5.44E+06)| 4.64E+04 (1.93E+10) -1.76E+02 (2.43E+01) -1.20E+02 (6.33E-03) -3.10E+02 (1.20E+02) -2.81E+02(3.12E+02
LS1-BST3 | -4.16E+02(4.70E+03) 7.37E+02 (1.01E+06)| 4.04E+06 (8.37E+12) 2.68E+03 (2.20E+06)| 3.46E+03 (8.54E+06)| 1.49E+05 (1.03E+12) -1.76E+02 (7.73E+01) -1.20E+02 (9.62E-03) -3.11E+02 (1.12E+02) -2.78E+02(3.58E+02)
LS1-BST5 | -4.11E+02(3.13E+04) 4.35E+02 (6.06E+05)| 4.47E+06 (8.72E+12) 2.13E+03 (1.83E+06)| 2.92E+03 (8.72E+06)| 8.91E+03 (5.16E+08) -1.77E+02 (6.51E+00)] -1.20E+02 (8.37E-03) -3.13E+02 (1.23E+02) -2.78E+02(3.69E+02]
LS1-BST10 | -4.38E+02(4.47E+02) 3.47E+02 (4.61E+05)| 5.21E+06 (2.08E+13) 2.23E+03 (2.71E+06)| 3.41E+03 (7.22E+06)| 2.05E+04 (6.89E+09) -1.76E+02 (1.21E+01)] -1.20E+02 (8.65E-03) -3.11E+02 (1.43E+02) -2.76E+02(3.84E+02]
LS2-BST3 | -4.50E+02(1.24E-01)| -8.03E+01 (6.49E+04) 1.83E+06 (3.03E+12) 4.20E+02 (2.25E+05)| 1.90E+03 (2.36E+06)| 1.61E+03 (3.49E+06) -1.78E+02 (1.12E+00) -1.20E+02 (6.51E-03) -3.20E+02 (3.82E+01) -2.82E+02(2.23E+02)
LS2-BST5 | -4.50E+02(1.26E-01) -1.00E+02 (8.48E+04) 1.56E+06 (2.44E+12) 2.07E+02 (1.69E+05)| 2.20E+03 (4.63E+06)| 1.62E+03 (3.81E+06) -1.78E+02 (1.04E+00] -1.20E+02 (1.12E-02)| -3.21E+02 (3.82E+01) -2.82E+02(2.88E+02]
LS2-BST10 | -4.50E+02(8.83E-02) -6.22E+01 (9.07E+04) 1.43E+06 (1.75E+12) -3.06E+01 (5.88E+04) 1.38E+03 (2.21E+06)| 1.96E+03 (6.23E+06) -1.78E+02 (9.71E-01) -1.20E+02 (4.78E-03)| -3.23E+02 (2.15E+01)| -2.77E+02(3.27E+02]
LS1-DIS3 | -4.34E+02(4.98E+02) 4.16E+02 (5.55E+05)| 3.87E+06 (1.03E+13) 2.26E+03 (2.28E+06)| 3.28E+03 (6.46E+06)| 3.57E+03 (1.36E+07) -1.76E+02 (2.44E+01)] -1.20E+02 (1.04E-02) -3.12E+02 (1.07E+02) -2.77E+02(2.89E+02
LS1-DIS5 | -4.12E+02(8.82E+03) 6.28E+02 (6.67E+05)| 4.93E+06 (1.77E+13) 2.12E+03 (2.49E+06)| 3.30E+03 (5.80E+06)| 1.06E+04 (1.25E+09) -1.76E+02 (1.42E+01) -1.20E+02 (8.71E-03) -3.12E+02 (1.05E+02) -2.81E+02(2.51E+02
LS1-DIS10 | -3.99E+02(4.26E+04) 4.59E+02 (4.81E+05)| 5.28E+06 (3.11E+13) 2.30E+03 (3.20E+06)| 3.34E+03 (7.80E+06)| 1.25E+04 (1.42E+09) -1.77E+02 (1.70E+01)] -1.20E+02 (1.38E-02) -3.11E+02 (1.49E+02) -2.75E+02(3.36E+02,
LS2-DIS3 | -4.40E+02(3.95E+02) 1.24E+02 (1.61E+05)| 1.95E+06 (1.97E+12) 7.51E+02 (4.02E+05)| 2.25E+03 (4.87E+06)| 3.50E+03 (1.38E+07) -1.78E+02 (1.59E+00) -1.20E+02 (6.23E-03) -3.13E+02 (9.21E+01) -2.86E+02(1.88E+02
LS2-DIS5 | -4.41E+02(2.55E+02) -3.00E+00 (8.56E+04) 1.51E+06 (1.38E+12) 5.65E+02 (2.67E+05)| 2.42E+03 (2.98E+06)| 1.50E+04 (5.86E+09) -1.78E+02 (5.35E-01) -1.20E+02 (7.60E-03) -3.18E+02 (4.36E+01) -2.86E+02(1.86E+02
LS2-DIS10 | -4.41E+02(2.62E+02) -5.10E+00 (7.61E+04) 1.42E+06 (1.89E+12) 3.15E+02 (2.12E+05)| 2.03E+03 (3.67E+06)| 4.20E+03 (2.81E+07) -1.78E+02 (4.87E-01) -1.20E+02 (6.90E-03) -3.14E+02 (5.65E+01) -2.90E+02(1.68E+02,
LS1-RAN3 | -3.83E+02(8.69E+04) 7.81E+02 (8.97E+05)| 4.86E+06 (2.81E+13) 2.22E+03 (2.05E+06)| 2.90E+03 (5.69E+06)| 1.93E+04 (4.57E+09) -1.76E+02 (1.42E+01)] -1.20E+02 (9.74E-03) -3.12E+02 (1.28E+02) -2.75E+02(2.97E+02;
LS1-RANS5 | -3.65E+02(1.43E+05) 6.97E+02 (8.28E+05)| 4.95E+06 (2.78E+13) 2.38E+03 (2.49E+06)| 2.37E+03 (6.14E+06)| 7.05E+03 (1.68E+08) -1.75E+02 (3.14E+01)] -1.20E+02 (8.72E-03) -3.11E+02 (9.83E+01) -2.80E+02(3.08E+02;
LS1-RAN10 | -3.79E+02(1.71E+05) 5.69E+02 (7.42E+05)| 4.53E+06 (1.58E+13) 2.45E+03 (2.00E+06)| 3.24E+03 (6.48E+06)| 5.11E+03 (1.30E+08) -1.77E+02 (8.99E+00) -1.20E+02 (6.17E-03) -3.13E+02 (1.36E+02) -2.79E+02(3.64E+02,
LS2-RAN3 | -4.50E+02(4.47E-02)| -3.10E+02 (9.48E+03) 9.06E+05 (6.59E+11) -1.52E+02 (3.92E+04) 1.84E+03 (1.67E+06)| 1.62E+03 (4.14E+06) -1.79E+02 (6.28E-01)| -1.20E+02 (9.64E-03) -3.19E+02 (5.12E+01) -2.83E+02(2.55E+02;
LS2-RANS5 | -4.50E+02(9.47E-02)| -3.50E+02 (5.16E+03)| 9.47E+05 (5.97E+11) -2.51E+02 (1.13E+04) 1.16E+03 (1.11E+06)| 1.62E+03 (4.32E+06) -1.79E+02 (4.34E-01) -1.20E+02 (6.04E-03) -3.18E+02 (7.01E+01) -2.90E+02(2.29E+02;
LS2-RAN10 | -4.47E+02(5.09E+00) -3.34E+02 (3.51E+03) 8.38E+05 (2.93E+11) -2.43E+02 (1.29E+04) -1.33E+02 (2.12E+05) 2.70E+03 (8.18E+06) -1.78E+02 (4.40E-01) -1.20E+02 (6.75E-03) -3.15E+02 (7.46E+01) -2.90E+02(3.64E+02,

TABLE | MATLAB ®2011b, based on an Intel(R) Core(TM) i7-2600

TEN BENCHMARK FUNCTIONS USED IN EXPERIMENTAL EVALUATIONS : ;
FROM[10] (UNI=UNIMODAL , MUL=MULTIMODAL , SH=SHIFTED, CPU, 4G RAM machine, and runs under Wlnd®IE

RT=ROTATED, GB=GLOBAL ON BOUNDS, NS=NON-SEPARABLE, AND .
S=SEPARABLE) B. EXperlrﬂental Results

Figure 2 shows the convergence curve of each bench-

No. | Name Range Optima | Characters mark function. Table Il shows the mean and variance of ten
E% 22 ggﬂ\?vrgfel 12 {:188:188% :jgg gﬂgz:ﬁs benchmark functions, and Table Il shows the t-test resflts
F3 | Sh Rt Elliptic [-100,100] | -450 Sh-Rt-Uni-NS | each acceleration method compared to the normal fireworks
F4 | F2 with Noise [-100,100] | -450 Sh-Uni-NS algorithm.
F5 | Schwefel 2.6 GB | [-100,100] | -310 Uni-NS From those experimental results, we can conclude that:
E? gﬂ E?SC‘;?:VLC;‘;"L %61286}00] ?fgo gn:ll\?ﬂtl:l:\-/lltljls-NS (1). Elite strategy is an effective approach to enhance
F8 | Sh Rt Ackley GB [_3’2,32] 2140 Sh-Rt-Mul-Ns | fireworks algorithm search capability.
F9 | Sh Rastrigin [-5,5] 330 Sh-Mul-Sep (2). The random sampling method has the better accelera-
F10 | Sh Rt Rastrigin | [-5,5] -330 Sh-Rt-Mul-NS | tion performance than the others.
(3). For some benchmark functions, best sampling method
has the same acceleration performance as the random sgmplin
IV. EXPERIMENTAL EVALUATIONS method.
A. Experimental Design (4). The distance sampling method is not more effective

_ ) _ _ than the other sampling methods, i.e best and random sagnplin
To investigate the influence of sampling methods andyethod.

sampling number on the acceleration performance, we used (5) |n the distance sampling method, the approximation
the fireworks algorithm as the optimization method to studymodel by the more sampling number have the better perfor-
our research proposals. Ten benchmark functions are edlectyance than the other approaches, such as F9 and F10.

as a test suite [10], Table | shows their range, optima and (). For all the benchmark functions, LS2 methods are better
characteristic. In our experiments, we compare our prapose| 51 methods.

acceleration approaches by least squares approximattbrawi

normal fireworks algorithm, conduct t-test for each propose V. DISCUSSION

acceleration methods, of course, we checked normalityaf da  Taple IV shows the confidence interval of tpevalue for

distribution before applying t-test. each approximation approach. We analyze the influence of
Here, we abbreviate the fireworks algorithm where theapproximation approaches from the experimental results of

search space is regressed by a two-degree least squar&-apprpables I, Ill, IV and Figures 2.

imation as FWA-LS2, where it is regressed by a line power

function least squares approximation as FWA-LS1. The best Fireworks Algorithm Acceleration Performance

distance near the best fitness individual and random sagplin  Fireworks algorithm is a new EC algorithm, which is

method are abbreviated as BST, DIS and RAN, followed by thénspired by the nature phenomenon of firework exploding.

sampling number. These abbreviations are also used indrigulThe crucial mechanism of fireworks algorithm is the multi-

2, Table 11, 1l and IV. change strategy, i.e. one firework makes several sparks for
In this paper, the number of fireworksvj and Gaussian implementing the multi path searches in the optimizatiom pr

mutation firework () are both set a8 and other parameters cess, which is the principal difference from evolution &gy.

are set as in Reference [12]. Experimental evaluations @un 5This mechanism presents the fireworks algorithm optinozati

trails of 1000 generations on each ten benchmark functionsapability and originality. This kind of multi-change stgy

independently. All the benchmark functions are set as 1@an be applied to other ECs for obtaining the improved

dimensions. The experimental platform for all evaluatie;ms optimization performance, and this is our future work.



TABLE IlI
T-TEST RESULTS OFLO BENCHMARK FUNCTIONS USED IN EXPERIMENTAL EVALUATIONS THE BOLD FONT MEANS THE SIGNIFICANCE OF THE PROPOSED
ACCELERATION METHODS IN THE SIGNIFICANT LEVEL OF0.05.

Methods F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 Average
LS1-BST3 | 0.307332147| 0.662649583| 0.290762839| 0.2938901 | 0.194128978| 0.481792344| 0.879507493| 0.359460163| 0.911044864| 0.501636817| 0.488220533
LS1-BST5 | 0.529755856| 0.128353922| 0.666255931| 0.430167086| 0.774250951| 0.065896191| 0.200308462| 0.710350997| 0.220415229| 0.415884048| 0.414163867
LS1-BST10 | 0.080568249| 0.024709114| 0.603967477| 0.688709876| 0.202003046| 0.262785218| 0.493764665| 0.307790179| 0.743280761| 0.212774404| 0.362035299
LS2-BST3 | 0.000188728| 1.72887E-09| 6.38234E-06| 1.55102E-11| 0.031350006| 0.027317035| 0.003412136| 0.575529811| 3.13628E-07| 0.661585597| 0.129939001
LS2-BST5 | 0.000191076| 1.01565E-09| 9.00847E-07 | 4.66566E-13| 0.21305291 | 0.027361664| 0.001990835| 0.580236828| 1.63901E-07| 0.702019593| 0.152485397
LS2-BST10 | 0.000181421| 4.68746E-09| 2.90968E-07| 1.38868E-14| 0.000641905| 0.028505937| 0.001059495( 0.007109283| 5.25E-10 | 0.260880982| 0.029837932
LS1-DIS3 0.30245976 | 0.092481313| 0.210535165| 0.733537611| 0.291850925| 0.034498433| 0.958691195| 0.16102296 | 0.562151761| 0.286434974| 0.36336641
LS1-DIS5 | 0.301933798| 0.824931301| 0.837812656| 0.435099685| 0.267385903| 0.08340364 | 0.85807477 | 0.661467246| 0.373860908| 0.907668024| 0.555163793
LS1-DIS10 | 0.356737538| 0.149570418| 0.598343293| 0.859300138| 0.265099553| 0.102485067| 0.252560319| 0.134594188| 0.836520872| 0.154126974| 0.370933836
LS2-DIS3 | 0.040201261| 1.0228E-05 | 9.07718E-06| 5.5721E-09 | 0.258455469| 0.034213051| 0.012181648| 0.508614684| 0.216969334| 0.065854113| 0.113650887
LS2-DIS5 | 0.025933157| 4.10318E-08| 4.18163E-07| 1.82048E-10| 0.403836068| 0.166338689| 0.001311475| 0.561703666| 0.000115237| 0.095907497| 0.125514625
LS2-DIS10 | 0.024993346| 3.36763E-08| 2.93311E-07| 2.72649E-12| 0.088265815| 0.037181294| 0.0004629 | 0.968829729| 0.041298242| 0.002334547| 0.11633662
LSI-RAN3 | 0.299559904| 0.475537827| 0.924158352| 0.634947153| 0.78339779 | 0.220880255| 0.55962844 | 0.10890918 | 0.596201535| 0.135253201| 0.473847364
LS1-RAN5 | 0.250310378| 0.827962159| 0.84225869 | 0.951986904| 0.417261515| 0.052081384| 0.54282022 | 0.574302984| 0.934162516| 0.817460901| 0.621060765
LS1-RAN10 | 0.417022206| 0.55798501 | 0.76618501 | 0.776681655| 0.329935929( 0.041747014( 0.107877663| 0.614515957| 0.249058463| 0.632111173| 0.449312008
LS2-RAN3 | 0.000166072| 3.15916E-13| 6.19015E-09| 2.47885E-15| 0.016302689| 0.027365043| 0.000336051| 0.193817599| 3.40565E-05| 0.478442054| 0.071646357
LS2-RAN5 | 0.000183797| 8.46373E-14| 7.99951E-09| 6.78613E-16| 3.24595E-05| 0.027352188| 0.000383319| 0.963080091| 0.000445577| 0.005437781| 0.099691522
LS2-RAN10 | 0.000844984| 1.45946E-13| 3.63742E-09| 7.62547E-16| 1.16657E-11| 0.031147424| 0.001056627| 0.546321551| 0.028975577| 0.013574202| 0.062192037

It is one of the main proposals of this paper to obtain the TABLE IV
: ; : CONFIDENCE INTERVAL OF P-VALUE OF APPROXIMATION METHODS,
fitness landscape to enhance fireworks algorithm perforsianc o fue ¢ ytriio0 AND SAMPLING NUMBER METHOD, THE SAMPLING
we use polynomial regression of one and two degree function  numger FOR EACH METHOD 1S60, I.E. IT FOLLOWS A NORMAL
as the approximation model. From the evaluation result, weDISTRIBUTION ACCORDING TO THECENTRAL LIMIT THEOREM, AND THE

can conclude that our proposed elite strategy by obtaining CONFIDENT PROBABILITY1S0.95,1.E. U = 1.96

the fitness landscape is an effective method to enhance fire—ysmogs Wiean Varance Confident el
works algorithm search capability. Most of our used sangplin LSI 0.455344875[ 0.077382406| [0.435764425, 0.474925325)
: ; - : LS2 0.10014382 | 0.046685584| [0.088330737, 0.111956903
methqu fOI’. apprommatmg the.fltness Iandsqape in prajecte BST 0.262780338| 0.079985937| [0.242541104, 0.283019573
one-dimensional space with different sampling number can DIS 0.274161028| 0.092529147| [0.250747924, 0.297574133

RAN 0.296291675| 0.110277386| [0.268387647, 0.324195704
Sampling # 3 | 0.273445092| 0.083671261| [0.252273342, 0.294616842
Sampling # 5 | 0.328013328| 0.114331166| [0.299083552, 0.356943105
B. Approximation Methods Sampling # 10| 0.231774622| 0.080643022| [0.211369122, 0.252180122

accelerate fireworks algorithm search.

We use one and two degree polynomial function as the
approximation model to approximate fitness landscape intthe best fitness does not mean they are also close to the
linear and nonlinear search space. Experimental results iglobal optima region, and the approximation accuracy and
Table Il suggests that two degree model is more effective taicceleration performance by distance sampling are woese th
accelerate the fireworks algorithm search than the one degrehat by the other sampling methods. From our comparative
model in most of the benchmark functions. It is becausesvaluation, we found those two points.
that two degree model, i.e. nonlinear model can extend the Sampling methods cannot take effect in isolation, which
search space range than the linear model, where the fireworkawve a better acceleration performance only with the proper
algorithm conducts a search within the limited search space approximation methods. In our study, the proper approxonat

Nonlinear models (LS2) are better approximating the fitnessnethods are the two degree polynomial model, i.e. nonlinear
landscape for the ten benchmark functions than linear nsodemodel.
(LS1) from Table IV. From our comparative evaluations, non- Best sampling method can enhance fireworks algorithm
linear model shows its strong capability to extend the pidén  search effectively for all the benchmark functions excef.F
global optima region in the search space. For most of the Distance near the best fitness individual sampling method
real world EC application, nonlinear models are the berafici is effective in most of the cases, except F5, F8, and F10.
regression model to approximate the fitness landscape both However, it needs more computational cost in computing the
approximation model accuracy and acceleration perforeanc distance, in the practical points of view, it is a uselessam

. method.

C. Sampling Methods The random sampling method can accelerate all the bench-
In the experimental evaluations, we investigate three sanmmark functions with nonlinear approximation model form
pling methods, i.e. best sampling method, distance near theable Ill. The elite obtained by this method can increase
best fitness individual sampling method, random samplinghe population diversity. This is the new discovery from our
methods. For the most of the benchmark functions, the aecelestudy work. Because of the random sampling method is with
ation performance with the best sampling method and randorthe less computational cost in the sampling process than bes
sampling are better than the distance sampling. and distance sampling methods, which need more search and

On the one hand, the spark with the better fitness locate irort operations, it is the beneficial sampling method to the
the global optima region, and the approximation model fittedapplication of the proposed method in the practical poiriits o
by those data can obtain the accurate model for acceleratingiew.

On the other hand, the spark distance near the spark with If the sampling data belong to a certain distribution, may



be the acceleration performance can be improved with the There are three remaining study topics. First, we use the
concrete fitness landscape, the future research will ievttlis  elite to accelerate the fireworks algorithm, the obtainet el
direction. is whether the best individual in the population? In another
D. Sampling Data Number word, the best f|(ework reserved by fireworks algprlth_m is
: ) ) o powerful or the elite obtained by landscape approximatson i
The sampling data number is crucial for obtaining anygwerful? Second, in the approximation and the obtainiitg el
acc.urate approximation .model to accelerate the flrevyorks aErocess, the elite from interpolation or extrapolationjafitis
gorithm search. Theoretically, more number of samplingdat 14y frequent? And how about their influence to the fireworks

means obtaining more accuracy approximation model andiqorithm acceleration? Third, if we use different methéats

better acceleration performance. approximating fithess landscape, i.e. interpolation,essjpn,
From Table I, the acceleration performance by the beshe g networks, kerel based regression, etc. Which ismor

sampling with LS2 and five and ten sampling have betteheneficial for approximation model accuracy and fireworks

performance than that with three sampling data. __algorithm acceleration performance? We will conduct stadi
From Table Il and Table IV, distance sampling method with ;1" +1 s topics and answer those questions in the future.

10 sampling data are effective in F1, F2, F3, F4, F6, F7, F9

and F10, it can show the relationship between sampling data ACKNOWLEDGMENT
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