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Abstract—Semantic communication, which focuses on convey-
ing the meaning of information rather than exact bit recon-
struction, has gained considerable attention in recent years.
Meanwhile, reconfigurable intelligent surface (RIS) is a promising
technology that can achieve high spectral and energy efficiency
by dynamically reflecting incident signals through programmable
passive components. In this paper, we put forth a semantic com-
munication scheme aided by RIS. Using text transmission as an
example, experimental results demonstrate that the RIS-assisted
semantic communication system outperforms the point-to-point
semantic communication system in terms of bilingual evaluation
understudy (BLEU) scores in Rayleigh fading channels, especially
at low signal-to-noise ratio (SNR) regimes. In addition, the
RIS-assisted semantic communication system exhibits superior
robustness against channel estimation errors compared to its
point-to-point counterpart. RIS can improve performance as
it provides extra line-of-sight (LoS) paths and enhances signal
propagation conditions compared to point-to-point systems.

I. INTRODUCTION

In recent years, semantic communication has gained signif-
icant attention as a solution to the semantic and effectiveness
problems in post-Shannon communication system design [/1]].
The concept of semantic communication can be traced back to
Weaver’s seminal work in [2]. Building upon Weaver’s ideas,
Carnap and Bar-Hillel introduced semantic information theory
in 1952, characterizing semantic information in a message
[3]. Unlike traditional communication systems that aim to
recover exact bits or symbols, semantic communication aims
to transmit only the relevant information or semantics of the
transmitted signals, thus reducing data traffic and improving
transmission efficiency.

The rapid development of deep learning (DL) has sparked
interest in DL-based semantic communication as a promising
communication paradigm. Most prior works have been carried
out on end-to-end communication systems, with different
types of training data (also known as background knowledge)
for different application scenarios. For example, DeepSC [4]]
is an essential work on semantic communication for text
understanding based on Transformer. For image transmission
that is semantically richer and more sensitive to bandwidth, a
reinforcement learning-based semantic communication system
was developed in [5]. Besides, for speech signals, an attention
mechanism-based semantic communication system, named
DeepSC-S, was presented in [6]. Compared to traditional

methods, semantic communication systems are shown to be
more robust to channel distortions, especially in low signal-
to-noise ratio (SNR) regimes [4]], [6]. For more examples of
semantic communication systems, we refer the reader to [1]].

Reconfigurable intelligent surface (RIS) has also gained
significant attention due to their ability to manipulate the
wireless medium by reflecting individual propagation paths
through software control. An RIS is made up of numerous
passive reflecting elements that can adjust the phase and am-
plitude of the incident signal [7]]. Through collaboration among
these elements, various paths can be tuned to enhance channel
quality in various ways [8]] without requiring additional power
supply or complicated signal processing [9]], [[10], making RIS
highly desirable for practical implementation.

Existing research on RIS focuses extensively on classical
communication problems such as channel estimation and
beamforming. For example, in [[11]], the authors proposed a
two-stage channel estimation scheme that uses atomic norm
minimization to sequentially estimate channel parameters. In
[12], several channel estimation schemes were derived for two
RIS-assisted massive multiple-input multiple-output (MIMO)
configurations. Furthermore, a novel beam training method
with lower time overhead was introduced in [13)]. Addition-
ally, the authors in [14] developed a low-complexity channel
estimation and passive beamforming framework for RIS-based
MIMO systems with discrete phase shifts at each reflecting
element.

To the best of our knowledge, there is a lack of semantic
communication models aided by RIS that can take unique
properties of RIS to enhance channel quality. Inspired by
the significant benefits of RIS, we develop an RIS-assisted
semantic communication system. The main contributions of
this work can be summarized as follows.

1) We propose an RIS-assisted semantic communication
system that leverages the advantages of RIS to improve
the transmission performance of the semantic meaning
over point-to-point semantic communication systems.
By using DL, the transmitter, RIS, and receiver can
be jointly optimized to cope with channel noise and
semantic distortion.

2) We evaluate the proposed system under Rayleigh fading
channels with perfect and imperfect channel state in-
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Fig. 1. RIS-assisted semantic communication model.

formation (CSI) and compare it with the point-to-point
benchmark. Numerical results demonstrate that the RIS
system achieves better bilingual evaluation understudy
(BLEU) scores and is much closer to the transmission
upper bound obtained by conveying noiseless text fea-
tures to the receiver. Furthermore, it is shown that the
RIS-assisted system is more robust to channel estimation
errors in the case of imperfect CSI estimation compared
to the point-to-point benchmark system.

Notation: C™*™ represents sets of complex-valued matrices
of size m xn, and j = y/—1 is the imaginary unit. Y € R**?
indicates that Y is an a X b matrix with real-valued elements.
Given a vector x, x; indicates its i-th component, and | - |
denotes the modulus of a complex number. E[-] denotes the
statistical expectation, and (-)7 means the transpose. Single
boldface letters represent vectors or matrices, and single plain
letters denote scalars. n ~ CN(0,0%) denotes zero mean
circularly symmetric complex Gaussian noise vector n with
variance o2. In addition, A = diag(-) represents that A is a
diagonal matrix with specified elements.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. [I, we consider an RIS-assisted semantic
communication system that consists of a transmitter, an RIS
with N individually passive reflecting elements, and a receiver.
Both the transmitter and the receiver are equipped with a single
antenna. Each reflecting element is capable of reflecting the
incident signal with a reconfigurable phase shift and amplitude
through an intelligent controller.

A. Transmitter

The transmitter takes a sentence, s = [wy, we, ..., wr], as
input, where w; represents the [-th word in the sentence. As
illustrated in Fig. the transmitter consists of a semantic
encoder and a channel encoder, which extract the semantics
from s and ensure successful transmission of the semantics
over wireless channels. The encoded symbol stream of the
transmitter can be represented by

x = Eg(E3(s)), (1)

where x € C'M is normalized to the unit power, i.e.,
E[xx?] < 1. The channel encoder with parameter set 3 is
denoted by Eg(), while the semantic encoder with parameter
set « is represented by ES (-).
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Fig. 2. Basic framework of the RIS-assisted semantic communication system.

B. Reconfigurable Intelligent Surface (RIS)

To enhance communication between the transmitter and
the receiver, a single RIS with N passive reflective elements
is employed in the proposed system, as depicted in Fig.
Each reflective element comprises an atom that can adjust the
phase and amplitude of each incident wave. The set of indices
between 1 and N is denoted by N, ie., N 2 {1,2,....N}.
The reflection coefficient matrix of the RIS is represented by

® 2 diag(71€7%, 10672, . yned?V) € CVN ()

where for all n € N, v, € [0,1] and ¢, € [0,27) denote
the amplitude reflection coefficient and phase shift of the n-th
element of the RIS, respectively.

C. Receiver

The fading channel from the transmitter to the receiver is
denoted by ‘
hy = [hale’®, 3)

where |hi| and 0, are the channel amplitude and phase of hq,
respectively. The fading channel vectors of the transmitter-RIS
and the RIS-receiver links are represented as

hy = [ho1, hao, ..., han]” € CV*!, and 4
h3 = [h31, haa, ..., han]T € CVXL, (5)
respectively. Here, ho, = |han|e’?? and hs, = |hs,|e?%"

denote the n-th transmitter-RIS channel condition and the n-
th RIS-receiver channel condition associated with the n-th
reflecting element, respectively. The channel amplitude and
phase of hg, are denoted by |ho,| and 65, respectively,
while |hs,| and 63, represent the channel amplitude and phase
of hg,, respectively. It is assumed that hi, hy, and h3 are
independent and identically distributed (i.i.d.) fading channels.

The information received at the receiver from the direct and
the RIS paths can be expressed as

y = (h1 +h] ®hs)x +n, (6)
A

where n ~ CN(0,0?) is additive complex Gaussian noise
with zero mean and variance o2.

The receiver consists of a channel decoder and a semantic
decoder, as shown in Fig. @ The channel decoder alleviates
channel attenuation and distortion, and the semantic decoder
recovers the semantics of the sentences. The decoded infor-

mation from the semantic decoder can be represented as

s = D3(D5(y)), (7)
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Fig. 3. Neural network structure for the RIS-assisted semantic communication system.

where Di and Dg are the semantic decoder and the channel
decoder with respect to parameters x and § in the RIS model,
respectively.

III. PROPOSED ALGORITHM FOR RIS-ASSISTED
SEMANTIC COMMUNICATION SYSTEM

In this section, we first discuss the amplitude and phase shift
of each reflection element, and then give the training process
of the RIS system. After that, we present the performance
metric used to evaluate the system.

A. RIS Amplitudes and Phase Shifts Selection Scheme

The RIS reflects the signals to the receiver through the
reflection coefficient matrix ® in (2). To achieve this, we need
to determine the amplitude reflection coefficient and phase
shift of each element in the RIS. For fair comparisons, v,
is set to 1/N. Our objective is to maximize the norm of A in
(6). Thus, we can obtain the each phase shift ¢ by solving
problem P,

P : argmax |h; + hl Qhy|. (3)
én€l0,27)

Solving problem P requires aligning the phases, and the
required phase shift ¢} of the n-th element is given by

d): = 01 - 92n - 03n~ (9)

The required reflection coefficient matrix used in () and (6)
can be expressed as

P* — diag(%ej(%f@zlfegl)’ %6“0179227032)’

1

o N647(91—92N—93N)).

(10)

Determining the phase shifts requires the CSI of transmitter-
RIS, transmitter-receiver, and RIS-receiver links. Besides, the
received signal y in (6) needs to be multiplied by e~7% before
the channel decoding is performed.

Algorithm 1 Training Algorithm of the RIS-assisted Semantic
Communication System.

1: Inmitialization: Initialize the parameter sets 3, a, x, 9.

2: Input: Knowledge set /C, training sentences s from train-
ing dataset, fading channel coefficients hi, hsy, and hs,
and Gaussian noise n.

3: while Stop criterion is not met do

4:  Transmitter:

5: ES(s) — u.

6 Egu) —x

7: Transmit x over the direct link and the transmitter-RIS
path.

8: RIS:

9: Reflect the incoming signal according to the reflection

coefficient matrix in (10)).
10  Receiver:

11: Receive y and multiply by e=7%1.

122 D§(y) = v.

133 Dy(V) =S

14: Compute loss Log(s,S; 8, o, X, 8) by (T1).

15: Train 3, «, x, & with stochastic gradient descent.

16: end while

17: Output: The trained neural networks

ES(), E5(), D§ (), and D3 (-).

B. Model Training

The neural network structure for the RIS-assisted seman-
tic communication system is shown in Fig. [3] The system
comprises four neural networks: semantic encoder, channel
encoder, channel decoder, and semantic decoder. The seman-
tic encoder and decoder are implemented using Transformer
layers [15], while the channel encoder and decoder are imple-
mented using fully connected layers.

The input to the RIS system is represented as s € REXL,
where B is the batch size and s is a set of text sample
sequences. The input sequences are embedded into RB*E*F
for training, where L is the number of embedded vectors, and
FE is the length of each vector. Then, the semantic encoder
learns features from embedding sequences to produce the



output u € RBEXEXVXD The channel encoder converts u
to the space RE*L*2C and then reshapes it to the space
REXCLX2 for transmission over the physical channel. The
received signal, y, is reshaped to the space RE*L*2C before
being fed into the channel decoder. The output of the channel
decoder is v € RBXEXV "which is then converted to § by the
semantic decoder.

The goal of the system is to recover the semantics as
accurately as possible, rather than successfully transmitting
the original bits. To optimize at the semantic level, we use
the cross-entropy loss as the cost function to minimize the
differences between s and s, which can be formulated as

LCE(Sag; ﬂa a5 X 6) =
=Y qlw)log(p(wr)) + (1 = g(w)log(1 — p(wy)), (11)
=1

where ¢(w;) is the real probability of the [-th word w;
appearing in sentence s, and p(w;) denotes the predicted prob-
ability of the I-th word w; in sentence S. Thus, the trainable
parameters of the RIS system are updated simultaneously by
calculating the loss at the receiver and backpropagating it to
the transmitter.

The training algorithm of the RIS-assisted semantic com-
munication system is detailed in Algorithm The system
initializes the parameters and uses embedding vectors to
represent the input. Once the signals are encoded at the
transmitter, they are simultaneously transmitted to both the
RIS and the receiver. The RIS then reflects the incident signals
to the receiver, which undertakes decoding processes on the
overall received signals. We assume that the neural network
components of the whole transceiver are differentiable with
respect to the corresponding parameters, which can be jointly
optimized using stochastic gradient descent to minimize the
loss value in ([T)). This enables the network to learn contextual
semantics. After passing through the whole system, the input
sentence, s, is recovered into S.

C. Performance Metric

In order to assess the accuracy of the RIS system’s predic-
tions, a quantitative metric is required. The bilingual evaluation
understudy (BLEU) score is a widely used metric in machine
translation research to measure the quality of results [|16].

In this paper, we use 1-gram and 2-gram BLEU scores to
evaluate the performance of our model. Specifically, 1-gram
means individual words in a sentence, while 2-gram refers to
pairs of consecutive words. For instance, in the sentence “I
have an apple”, the 1-gram terms are “I”, “have”, “an”, and
“apple”, while the 2-gram phrases are “I have”, “have an”,
and “an apple”.

For the target sentence s with length s and the predicted
sentence S with length I, the BLEU score can be computed
by

N
l=
log BLEU = min <1 - ls,o> +) wilog(p),  (12)
S i=1

where w; is the weight of the i-gram. Here p; is the i-gram
score, which is defined as

i = > min(Cy(8), Ck(s))
7' 2 min(Cr(s))

where Cy(-) is the frequency count function for the k-th
element in the ¢-gram.

The BLEU score ranges from O to 1 and measures the
similarity of the decoded text to the reference text. A score
closer to 1 indicates a higher similarity, while O represents
no similarity. In other words, in this paper, the higher the
BLEU score obtained, the more accurately the semantics of
the message is conveyed from the transmitter to the receiver.

13)

IV. EXPERIMENTAL RESULTS

In this section, we present experimental results that demon-
strate the superiority of the RIS system. We first outline
the experimental setup and then compare the performance
in Rayleigh fading channels with perfect CSI. Afterward,
we conduct evaluations in the presence of imperfect CSI
estimation as a reference in practice.

A. Dataset and Benchmarks

The European Parliament proceedings dataset [[17]], which
comprises approximately 2 million sentences and 53 million
words, is used in our experiments. The investigated semantic
communication systems are trained using a fixed signal-to-
noise ratio (SNR) of 7 dB and a random set of independent
and identically distributed (i.i.d.) Rayleigh fading channels for
each link. After training, the models are loaded to evaluate
their performance under another set of Rayleigh fading chan-
nels and SNRs. In all experiments, we choose N = 10 for the
RIS system.

To provide performance comparisons, we use the following
two benchmarks.

1) Point-to-point system: The first benchmark is to use the
same setup without the RIS components, i.e., a point-
to-point semantic communication system.

2) Upper bound: The second benchmark, referred to as
the upper bound, utilizes the same transmitter and
receiver as the point-to-point semantic communication
system. However, this benchmark considers noiseless
text features directly conveyed from the transmitter to
the receiver.

B. Results Comparison

Fig. ] compares the 1-gram and 2-gram BLEU scores of the
RIS system and the two benchmarks under Rayleigh fading
channels, assuming perfect CSI is known at the transmitter,
RIS, and receiver. The results show that the RIS system
outperforms the point-to-point system in the tested channel en-
vironments, particularly in the low SNR regime. Additionally,
the BLEU scores of the RIS system are closer to the upper
bound than those of the point-to-point system. Specifically,
when the SNR is higher than 5 dB under Rayleigh fading
channels, the difference between the RIS system and the upper
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Fig. 4. (a) 1-gram and (b) 2-gram BLEU scores versus SNR for our RIS

system and two benchmarks over Rayleigh fading channels with perfect CSI
estimation.

bound in the 1-gram (2-gram) BLEU score is less than 0.55%
(1.01%). This indicates that the RIS system can recover the
semantics of the transmitted text more effectively than the
point-to-point semantic communication system, especially in
the low SNR regime.

In practical scenarios, channel estimation is often imper-
fect. Hence, we also perform experimental evaluations with
imperfect CSI estimation, where the estimated channel can be
modeled as

h=h(l+e), (14)

where h and h are the actual and estimated channel co-
efficients, respectively, and e ~ CA(0,€?) is the channel
estimation error.

Fig. [3] evaluates the BLEU scores of the RIS and point-to-
point systems under Rayleigh fading channels with varying
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Fig. 5. (a) 1-gram and (b) 2-gram BLEU scores versus SNR for our RIS
and point-to-point systems over Rayleigh fading channels with imperfect CSI
estimation.

€. As shown in the results, the performance of both systems
degrades as e increases (i.e., as the channel estimation error
increases). However, the RIS system exhibits smaller per-
formance degradation compared to the point-to-point system,
indicating its greater robustness to channel estimation errors.

The performance improvement of the RIS-assisted seman-
tic communication system comes from the ability of RIS
to manipulate the wireless environment to improve signal
transmission. The RIS can create additional paths for signals,
thereby increasing diversity, which can potentially improve the
reliability and quality of communication. In contrast, the point-
to-point semantic communication system has only a direct
path between the transmitter and receiver. If this single path
encounters significant fading or channel estimation error, it
can degrade the quality of the communication.



V. CONCLUSION

In this paper, we introduce an RIS-assisted semantic com-
munication system for text transmission. Our proposed system
utilizes an RIS to enhance the received signal quality and
improve the overall performance over point-to-point semantic
communication systems. Experimental results demonstrate that
the RIS system achieves better BLEU score performance,
particularly in low SNR regimes. Furthermore, the experi-
mental results indicate that the RIS system can still perform
well under imperfect channel estimation, which highlights its
potential for real-world applications. Overall, the RIS system
provides a promising solution for improving the efficiency and
reliability of semantic communication.
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