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Abstract—This paper proposes three methods for combin-
ing various probabilistic models for retrieving answers from
community-based question answering (cQA) archives. We adopt
four probabilistic models for these combinations, i.e., (1) the
language model measuring similarity between a query and a
question stored in the cQA archive, (2) two translation models
for measuring the similarity between a query and an answer
stored in the cQA archive, and a background language model
for smoothing. Then, we developed three parameter estimation
methods. Two of them are mixture models of the language models.
The remaining model exploits the difference between the models.
We apply the proposed methods to a cQA archive and show
that they significantly outperform a widely used language model
and Okapi BM25. We also show that they achieve a better
performance than the recently proposed cQA retrieval method.

I. INTRODUCTION

Probabilistic language models are used to resolve various
problems in information retrieval and text mining. In par-
ticular, latent Dirichlet allocation (LDA) [1] and its variants
enable us to exploit the latent structure behind text. LDA was
originally designed for texts represented by a bag of words,
but its idea can also be applied to structured text. For example,
the author-topic model utilizes the correlation between a given
set of text and its author by using the latent topics [2]. Wang
et al. proposed a topic model handling the co-occurrence of
different kinds of texts [3].

Large corpora are important to obtain probabilistic models.
In particular, the corpus size significantly affects the quality
of the obtained probabilistic models. Various kinds of large
corpora have recently become available. For example, Google
provides the n-grams of the Web. Wikipedia is another large
language resource for probabilistic language modeling.

Under these circumstances concerning probabilistic lan-
guage models, one important research direction is how to
combine multiple models obtained from different language
resources. In this paper we discuss a method for combining
multiple models for community-based Question answering
(cQA) systems. Question answering (QA) is an important
function in information retrieval in which users ask a question
in natural language and retrieve the required information from
a large amount of information sources, such as the Web.
Although the Web may contain information that is relevant to
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a wide range of questions, it is hard to find the most relevant
pages and synthesize them into a precise and concise answer.

Several cQA archives have recently been made available
such as Yahoo! Answers.! In cQA archives, a user posts a
question and other users answer it. These QAs are stored in
the archive. Since the archive maintain a large amount of QA
pairs, adequate answers to various questions are expected to
be readily stored in the archive. Therefore, it is enough to just
find the QAs most relevant to the question and thus, we can
avoid the hard task of synthesizing the answers.

cQA retrieval has attracted a lot of attention from re-
searchers. One of the key issues of cQA retrieval is the
retrieval performance, just like the other IR tasks. For example,
Xue et al. introduced a translation-based language model that
overcomes the word-mismatch problem between a question
and QA pair [4]. Wang et al. proposed to exploit the syntac-
tical structure of questions and answers to improve the cQA
performance [5].

We believe we need to take into consideration the matching
between a question and QA pair from various aspects to im-
prove the performance. Xue et al. [4] utilized two probabilistic
models in addition to the translation model. The main concern
of this paper is how to integrate various probabilistic models.
The main contributions of this paper are:

« proposing three methods for combining probabilistic lan-
guage models, and

o showing that the proposed methods improve the cQA
retrieval using an evaluation corpus.

II. PROBLEM DEFINITION

At first we define the cQA problem and notations used
in this paper. Recently, Various kinds of community-based
information resources have recently been built on the Internet.
Among them, cQA archives help us to obtain information for
a wide range of problems. Suppose we want to get a new
portable PC and are considering buying a notebook PC or an
iPad and post the following question to a cQA system

I am considering buying either an iPad or a notebook
PC. The main purposes are for e-mail, listening to
music, watching videos, and reading comics. Please
tell me the advantages and disadvantages of the iPad.

Thttp://answers.yahoo.com/
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Many other people may have similar kinds of problems and
have previously asked similar questions. In such cases, the
cQA archives retain the answers, such as

An iPad is lightweight and its touch panel is easy to
use, but a notebook PC has more powerful functions
than the iPad.

cQA systems usually provide search functions using keywords.
However, there may be various kinds of answers related to the
iPad in the archive such as, ”where to buy” or how to connect
to the Internet”, and they are returned as answers to the query
based on the query word “iPad”. As a result, the required
answers are not always top-ranked in the returned answers.

For a query specified by a few sentences, the task of cQA
retrieval is to retrieve answers to the query from the cQA
archive and rank the answers according to relevance. The main
differences from typical information retrieval are:

« queries are given by a few sentences instead of a couple
of keywords,

o QA archive consists of question-answer pairs instead of
single text, and

o relevance to the query is judged as to whether the
retrieved answer contains the solution to the question.

cQA retrieval has recently attracted the attention of a lot
of information retrieval researchers. For example, Mori et al.
focused on patterns in questions and answers and proposed a
QA retrieval method that exploits the correspondence between
patterns which appear both in the questions and answers [6].
Jeon et al. used a probabilistic machine translation model to
extract the co-relation between words in the questions and an-
swers [7]. Xue et al. extended Jeon’s method by incorporating
a probabilistic language model [4]. Wang et al. proposed the
use of the syntactical similarity between the parsing trees of
questions [5]. Ko et al. proposed measuring the relevance of
an answer to the question by combining several evidences of
relevance by using the logistic regression [8], [9].

In this paper, we focus on the combination of multiple
probabilistic models to improve the performance of the cQA
retrieval. Although the proposed framework is similar to Xue’s
method, they manually integrate multiple models whereas we
propose a learning method to combine them.

We list the notations used in this paper. For a set (resp.
sequence) s, |s| denotes the number of elements in (resp. the
length of) s. For a set or sequence s and a component c of s,
N? denotes the number of times the component ¢ appears in
s.

In this paper, we handle both the questions and answers as
a bag of words just like in [1], [7], [4]. A question and answer
are respectively denoted as q := {¢;};%, and a := {ai}yi‘l
where g; (resp. a;) is a word appearing in the question (resp.
answer). A cQA archive consists of pairs of questions and
answers C' := {(qz,al)}li‘1 We denote the set of questions
included in the archive as @ := {q,} 12‘1 and the set of answers
in the archive as A := {ai}l-ill. For a query g, the cQA
retrieval problem is to find ranked question-answer pairs in
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C, where a higher ranked question-answer pair more likely
contains the answer to gq.

In this paper, we use two kinds of probability distributions, a
multinomial distribution Mwlti(X) and a Dirichlet distribution
DIR(c) as in LDA, where A and o« respectively denote
the parameters of the multinomial and Dirichlet distributions.
Suppose these probability distributions are defined over a set
of events F = {ez}Lﬂ For an event e € F, A\, (resp. a.)
denotes the component for e of A (resp. ).

III. cQA RETRIEVAL BY MULTIPLE MODELS
A. Framework of cQA Retrieval by Multiple Models

As defined in the previous section, the task of cQA retrieval
is to rank QA pairs in the C' for a given query. We assume
that a query is generated from a query-answer pair by using
a probabilistic model. Queries may contain various kinds of
words. Some words are generally used for questions. Others
are a specific word for the objective question. Therefore,
we assume that there are multiple probabilistic models that
generate questions. We refer to these probabilistic models as
component models. The purpose of this paper is to develop a
method to calculate the relevance between a query and query-
answer pair by combining the component models.

Let M := {my,ma,---,mp} be a set of component
models that generate a query = from a question-answer pair (q,
a). Let Pr(r | (g, a); m) denote the probability that the model
m € M generates the query r from the question-answer pair
(q,a).

The problem is to derive a combination function

R(Pr(r | (g, a);m1) (D

that represents the relevance between the query r and the
question-answer pair (g,a) as well as to find an effective
set of component models. The QA pairs in an archive are
ranked according to Eq.(1). We concentrate on the combination
function in this paper.

To make the problem feasible, we assume that each word
in a query is generated independently from the query pair just
as in many language models [1], [2], [7], [4], i.e.,

Pr(r | (g.a);m) := [ Pr(w| (g, a);m)

wer

)t ,PI'(T‘ | (qaa);mM))

2

for any model m € M.

B. Component Models

In our framework, we can use any probabilistic model as
a component model. For example, we can use a probabilistic
model based on the syntactical structure like the one proposed
in [5]. We use the following four models in this paper.

First, the sentences used for the question and answers may
be generated by different models. For example, the phrase
“how to” appears more often in questions than in answers.
So, we use a probabilistic model for translation between the
question and answers in the same way as the study conducted
by Xue et al. [4]. We use the IBM model 1 [10] as the
translation model. Let W and V be the sets of words in



two different languages L; and Lo, respectively. For any pair
w € W and v € V of words, the IBM model defines the
translation probability Pr(w | v).

The translation probability is estimated from a paral-
lel corpus consisting of sentences in both languages that
represent the same meaning. Suppose a parallel corpus
{(w1,v1), (wa,v2)," -, (Wn,vy,)} is given as training data,
where w; and v; are the sentences from L and Lo, re-
spectively. Then, the translation probability is estimated by
iteratively updating the probabilities by using the following
formula

Pritl(w | v) o
i=1

c(w | v; w;i,v;)

where
Prf(w | v)
[vs P t ..
Zj:l r(w | vij)
t+1

c(w | v;wi, v;) = NYiNwi

In these formulas, Pr’ (resp. Pr'™?) is the estimated probability
at the tth (resp. (¢ + 1)th) iteration. Note that N?¢ denotes the
number of occurrence of v in v;.

We use four component models in this paper that are defined
by using Egs. (3), (4), (5), and (7). The first model M,,; is
the query likelihood language model by using the maximum
likelihood estimation. It is defined by

q
w

lq| -

This model is frequently used in information retrieval [11].
We refer to this model as a language model. Note that we use
the question part of the QA pair because the word occurrence
probability of the answers may be different from that of the
questions.

The remaining three models are introduced to handle words
that appear in the query r, but that do not appear in the query
q because the language model cannot handle these words. The
second model M, is the translation model estimated from the
parallel corpus

Pr(w | (q,a); M) = 3)

{(qlaal)v (q2>a’2)7 I (q\C\’alC\)} )

where C' denotes the set of QA pairs in the cQA archive. Let
Pr(w | v, C) be the resultant translation probability when using
IBM model I described above. The model M;, is defined as

Pr(w | (q,a); Myusy) = ﬁ S P(w|HC) . @)
tca
We refer to this model as a QA translation model.

Similarly, we can take into consideration a translation model
between questions. Questions are generally short whereas
answers are long. So, we first translate a word w in a question
into a word v in the answer and then translate v into a word w’
in the question. To make this work, we obtain the translation
model between the questions by estimating the model using
the parallel corpus

{(qlval)v (q27a2)v e 7(q|C|7a\C\)a
(a17q1)7 (aZv q2)a T 7(a|C\’q\C|)}
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Let Pr(w | v,CC™1) be the resultant translation probability.
Then, the model M4, is defined as

! ZPr(w |t;cC™t) .

Pr(w ‘ (qaa);qutr) =
teq

&)
4|
We refer to this model as a QQ translation model.

Finally, we introduce a corpus-wide distribution of words
smoothed by using the Good-Turing estimation [12]. For a
frequency f of a word in the question-answering archive C,
let W; denote the number of words whose frequency is f. The
Good-Turing estimator uses the following modified frequency

; (Wil
= 1)L

For a word w, let NS denote the frequency of w in the
question-answering archive C'. The probability that a word w
occurs is given by

I\A]C

w N¢ >0
Pr(w | C) = { w (6)
| W] c _
worwy  Nw =0

We use the Good-Turing estimator as a corpus-wide smoother:
Pr(w | (g,a); Mpg) :=Pr(w | C) . @)

We refer to this model as a background model and denote it
as Mp,. Note that this model gives the probability of a word
w independent of a question-answering pair (q, a).

IV. COMBINATION OF COMPONENT MODELS
A. Finite Mixture Model

This section derives two models for combining the compo-
nent models. The first model is a mixture of the component
models. Let M be a set {m;}; of component models and
Pr(w | (g,a);m) denote the probability that the word w is
generated by a model m € M. Then, the word generation
probability is described as

Pr(w | (q.@)) ==Y AiPr(w| (g.a)imi) . (8)
where X := ();); is mixture proportion, i.e., >, A; = 1 holds.

We regard the mixture proportion A as a multinomial
probability. The first model is a direct application of LDA. By
regarding the component model for each word in a question as
a latent topic, we can build the following generative model in
the same way as LDA. Let T denote a set of triplets (7, q,a),
where 7 is a query whereas (q,a) is the corresponding QA
pair in the archive. For a given Dirichlet parameter o, the
generative model is as follows:

Generative Mixture Model I
for all (r,q,a)in T
1) generate a multinomial distribution Multi(\)
DIR(cx)
2) for each word w € r
a) choose a model m € M ~ Multi(\) and
b) generate w ~ Pr(w;m).

~



Figure 1 (a) shows a graphical model of generative mixture
model I. As shown in the generative procedure, one model
mixture proportion A; is generated for each query-question-
answer triplet in the training data. In the following discussion,
we abbreviate Pr(w | (g,a);m) to Pr(w;m) when the QA
pair is obvious in the context.

We can estimate the multinomial distributions
{1, Ap)) where A i= (Aim)menm (1 < i < [T) by
using the Gibbs sampling, just as in [13]. Let m = (m;;);;
denote a model assignment to each word in the questions in
T, where m;; is the model assignment to the jth word in the
question of ¢th query-question-answer triplet in 7". Then, the
complete-data likelihood is given by

A

Pr(T,m, A; @)
IT| |7
i=1 j=1
IT|
= ] |P@ ]] AN a1 [ Prrissmi;) | 9
i=1 meM J

where N denotes the number of times that a model m is
assigned to the words in 7;, whereas D(cx) is the normalizing
coefficient of the Dirichlet distribution, i.e.,

Ly o)
[T Tow)

By marginalizing Eq. (9) by using the multinomial param-
eters A, we obtain

D) :=

Pr(T,m; ) = /Pr(T, m,A;a) dA

ITI

HH

m Om) L L, TN + o)
F(a'm (Z'm N:rrzh + a7n

HPr Tij5Mij)

10)

m

Let m_;; denote the model assignment m except for the
assignment to the jth word of the ith query r;. From Eq. (10),
the full conditional probability for the Gibbs sampling of this
model is given by

Pr(m;; =m | T, m_;;; o)
N

m; "
Zm’ (Nm’

where m,;  denotes the model assignment to the ith query
r; except for the jth word in 7;. This formula is used to
reassign a model to each word 7;; in the Gibbs sampling.
After convergence, we obtain a mixture proportion as

+ am
x

an

Pr(rij;m) ,
+ am)

—ij
Nim'  +om
—ij )
Zm/(N,;r";Z +O[m/)
for (1 < ¢ |T|,m € M). Algorithm 1 presents the
procedural outline.

Aim (12)
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Algorithm 1 Estimate the Generative Mixture Model I
repeat
set initial models to each word in 7T’
for all (r,q,a)inT do
for all wer do
re-assign model randomly according to the probabil-
ity distribution Eq. (11)
end for
end for
until convergence

The drawback of mixture model I is that the mixture
proportion A; of each query-question-answer triplet is inde-
pendently estimated. This is recognized in Eq. (11) for the
Gibbs sampling, where the number of model m assignments
is examined in m; ~ je. it is within the query-question-
answer topic ass1gnment. In other words, the corpus-wide
information is not utilized in this model. In LDA, the corpus-
wide information is utilized in the word generation process
from each latent topic, although the corresponding part in the
mixture model I is separately estimated in each component
model.

To overcome this drawback, we use the same mixture
proportion X for all query-question-answer triplets. For a given
Dirichlet parameter cv, the generative model is as follows:

Generative Mixture Model II
1) generate a multinomial distribution Multi(\)
DIR(xx)
2) for each word w € 7 in each (r,q,a) in T
a) choose a model m € M ~ Multi(A) and
b) generate a word according to Pr(w;m).

~

Figure 1 (b) shows a graphical model of generative mixture
model II. As shown in the figure, the single model mixture
proportion is used for all the query-question-answer triplets in
this model although one model mixture proportion per triplet
is used in the generative mixture model I.

The complete-data likelihood for model mixture model II is
given by

Pr(T, m, \; o)
IT| |rs|

Pr(\; o) H HPr(mij | A)Pr(rij;miz) ,  (13)

i=1j=1
and the marginalized complete data likelihood is
Pr(T,m; ) = /Pr(T,m,)\;a) dA

IT\ |7:]

I]:I]:Pr7737”1w

i=1j=1

F(Zm am) Hm F(erl + am
Hm F(Oém) P(Zm NnT + am

(14)

where N7* denotes the number of times a model m is assigned
to the words in 7'. Then, the full conditional probability for



the Gibbs sampling of this model is given by

Pr(m;j =m | T,m ;)
N 4 o
Zm' (N:r?;iij + am/)
Note that the full conditional probability is given by using a
corpus-wide model assignment m ™% although it is calculated
within a query-question-answer triplet 7; “/ in mixture model
I as in Eq. (11).
After convergence of the Gibbs sampling, we obtain the
following mixture proportion.
N + o,
Zm’ (erl/ + Oém/)

x Pr(r;;;m) . (15)

Am = 16)

for each m € M.

The procedure for the generative mixture model is the same
as for Algorithm 1 for the generative mixture model I except
for the use of Eq. (15) for the model re-assignment instead of
Eq. (11).

B. Likelihood Ratio Model

This section proposes a new model called a likelihood ratio
model. This model modifies the mixture models proposed in
the previous section in two ways.

We used one mixture proportion for each query-question-
answer triplet in mixture model I, whereas we used single
mixture proportions for all the query-question-answer triplets
in mixture model II. For the first modification, the likelihood
ratio model uses several mixture proportions. First, let us
divide the word set W into mutually distinctive subsets. We
refer to these subsets as a word cluster. Although there are
many ways to divide the word set, we currently divide a set of
words in the following way. First, we prepare the word clusters
C1,Cy, -+ ,C)py), where each cluster C; corresponds to a
component model m € M. Then, each word w is categorized
into C,,, where

m =: argmax Pr(w;m) .
meM

We took into consideration the following generative model.

Word Cluster Model

1) for each word cluster ¢ € C

a) choose a multinomial distribution Multi(A.) ~
DIR(c) for model selection
2) for each word w in the query r in each triplet (7, q, a)
inT

a) choose a model m € M ~ Multi(A¢(w))-
b) generate a word w ~ Pr(w;m),

where C(w) denotes the class to which a word w belongs.
Figure 1 shows a graphical model of the word class generative
model. As shown in the figure, one model mixture propor-
tion is generated for each word cluster. Usually, there are
fewer word clusters than the number of query-question-answer
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triplets. Therefore, the word cluster model is less complex
than generative mixture model I, but it is more complex than
generative mixture model II. By tuning the number of word
clusters, we can make an adequately complex model.

The complete-data likelihood of the word cluster model is
given by

Pr(T,m,A; o)
H Pr(A.; )

ceC
IT| |ri]

LTI Pr(mi; | Aeqr,))Pr(rass may),

i=1j=1

a7

where m denotes the model assignment to words included
in the queries in 7', whereas A denotes the set {A.}.cc of
mixture proportions of word classes.

The marginalized complete data likelihood is

Pr(T,m; o)
/Pr(T7 m,A; ) dA

ne

(X Oém)H D(NZR, + am)

e [L, Dlem) D32, Nog + aim)

T |7

H H Pr(r;j;mij) (18)
i=1j=1

Then, the full conditional probability for the model selection
is given by

Pr(m;; =m | T,m ;)

ij
Ng(lTl )m

Z (N(”,:'(Lrlj])m' + O[m/)

The procedure for the word cluster model is the same as
that for Algorithm 1 for generative mixture model I, except
for the use of Eq. (19) for the model re-assignment instead of
Eq. (11).

After convergence of Gibbs sampling, we obtain a set of
mixture proportions as

+ anm

19

Pr(r;;;m) .

NI 4+ am,

D (Ncm' + )’

for each model m € M and class c € C.
The background model introduced in Sec. III-B was used
as a smoother in the mixture models. In information retrieval,
we usually detect important words that have much information
in order to discriminate the objective text from the others and
give more weight to these discriminative words when calcu-
lating the similarity between documents. As for the second
modification, we give more weight to these discriminative
words. Let M, C M be the set of background models
in the model set M. We refer to the remaining models
Mg := M — My, as foreground models. We obtain the model
mixture proportions of the word cluster model for both the
foreground and background models. Let A := {A;}.cc and




Pr(w) Pr(w) Pr(w))
........ y e 1
(a) Model I  (b) Model I  (c) Likelihood Ratio Model
Fig. 1. Graphical models for combining component models: Symbols M,

T, r, and C, respectively, denote the numbers of models, training query-
question-answer triplets, words included in a query, and word clusters. The
symbol r; (1 <4 < C) in the rightmost graphical model denotes the number
of times a word appearing in a query belongs to a word cluster ¢;. The
shaded circles denote the observed data, whereas the green circles denote the
probabilities estimated outside the generative model.

© := {0.}.cc be the mixture proportions for the foreground
and background models, respectively.

We assume that a word is discriminative if its likelihood
in the foreground models differs from the likelihood in the
background models. According to this assumption, we calcu-
late the score of a word w in a query r for a QA pair (g, a)
by

Zm,erg QC(w)mPr(wi; m)

DMy, Ac(wymPr(wi; m’)

S(w](g,a)): , @D
using the mixture proportions ® and A. Compared to Eq. (8)
for the score of the mixture models, the likelihood ratio model
uses the difference in likelihood between the foreground and
background models as the word weight.

V. EXPERIMENTAL RESULTS

A. Data Set

In this experiment we used Japanese Yahoo! answers 2. It

contains about three million QA pairs. We chose pairs in the
Internet category. The total number of used QA pairs was
171,816. Since the Japanese language has no explicit word
boundary, we applied the morphological analyzer MeCab 3 to
extract words and then removed the stop words. As a result,
the questions and answers are represented by a bag of words.

We built an evaluation corpus for the cQA retrieval. First,
we randomly chose 32 questions from the QA pairs. Then,
we gathered candidate answers by pooling. In this process,
we used the following six QA retrieval methods:

« the Language Model defined by Eq. (3),
o Okapi/BM25 (see below),
o Xue’s method [4],

Zhttp://chiebukuro.yahoo.co.jp/
3http://mecab.sourceforge.net
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proposed mixture model I with symmetric Dirichlet pa-
rameters, i.e., ¢ = qg = --- = M|

proposed mixture model I with manually tuned Dirichlet
parameters, and

proposed mixture model II.

BM25[14] is frequently used in information retrieval. For a
query r and QA pair d := q U a, it is defined as

BM?25(r,(q, a))
ks+1) NI

(
= IDF(w)TF(d,d ,@2
er; (WTF(d,d)"5——5m @)
where
IT| — df (w) + 0.5
IDF(w) = logi—— T 22
(w) A w) 105
d
TF(w) = i (i + 1) -
N1tziz+k1(1_b+bavgdl)

The function df (w) denotes the document frequency, i.e., the
number of documents that contain the word w. On the other
hand, N7 denotes the number of times a word w appears in
a query 7.

We applied these six retrieval methods for each query and
obtained six sets of ranked QA pairs. Then, we chose the top-
50 ranked QAs from each set and merged them to create the
candidate answers. Finally, four graduate students manually
judged the relevance of each candidate to obtain the relevant
QA pairs for each query.

B. Parameter Estimation

The parameters of the models were estimated from the
QA pairs, except for those relevant to the 32 queries. We
implemented the Gibbs sampler ourselves, whereas we used
GIZA++ toolkit [15] * for the parameter estimation and
likelihood calculation of the translation model.

C. Evaluation Metrics

We evaluated the performances of the QA methods by
observing the precision for the top-K ranked answers (P@K)
and the average precision (MAP) [16]. The P@K is frequently
used for evaluating information retrieval methods when it is
difficult to enumerate all the relevant documents to each query.
Suppose we obtain a ranked document (di,ds,--- ,di) by
using a retrieval method for a query and its relevance is
(x1,22, - ,xy), Where

o 1 if d; is relevant to the query
*7 1 0 otherwise
Then, the P@K for the query is defined as

1 K
POK = ?;1 )

In the following discussion, we use the average P@10 for the
above mentioned 32 queries.

“http://www.fjoch.com/GIZA++.html



>,k || P@I0 | MAP

60k 0372 | 0377

600k 0.378 | 0.404

6M 0.381 | 0.407

60M 0.378 | 0.404
TABLE 1

PERFORMANCE COMPARISON W.R.T. DIRICHLET PARAMETERS

P@10 MAP
LM 0.267 0.281
BM25 0.284 0.311
Xue[4] 0.363 0.363
Mixture I 0.3625 | 0.4056
Mixture IT 0.381 0.407
LRatio 0.392 0.412

TABLE II

PERFORMANCE COMPARISON

MAP is also frequently used to evaluate information re-
trieval. It is defined as
i—1

k
S SEED S
L i=1 Jj=1

MAP =

=11

We use the average MAP for the above mentioned 32 queries.

D. Performance Evaluation

First, we evaluated the effect of the Dirichlet parameter
estimation for mixture model II. In this experiment, we man-
ually tuned the parameters and compared the performance to
the symmetric Dirichlet distributions, i.e., all the parameter
values are equivalent. Table I lists the performance for various
parameter values. As shown in the table, both P@10 and MAP
are slightly affected by the Dirichlet parameters.

Next, we compared the proposed methods with the follow-
ing three methods:

« the language model (LM) defined by Eq. (3),

o Okapi/BM25 (BM25) defined by Eq. (22), and

o Xue’s method (Xue) [4] that was implemented by our-

selves.
Both LM and MB25 are basic information retrieval methods
and we adopted them as our baseline methods. In addition, we
compared the proposed methods with Xue’s method because it
was recently proposed for use as a cQA retrieval method and it
consists of mixture models, although the mixture proportions
are manually tuned.

Table II lists the performance in terms of the MAP and
P@10. The proposed methods are denoted as Mixture I,
Mixture II, and LRatio.

First, both the proposed and Xue’s methods significantly
outperform the baseline methods. The paired T-test indicates
that both methods are superior to the baseline methods with
a probability of more than 95% on both P@10 and MAP.
Second, the proposed method improves Xue’s method. The
paired T-test indicates the proposed methods are superior
to Xue’s with a probability of more than 95% on MAP,

247

450

400

350

/,_.,L

=& modell
== modelll

300
250

150
100
50
0 4

0 50

Processing Time (sec)

Iratio

100 150 200 250

#iterations
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plot the processing times with respect to the number of iterations in Gibbs
sampling.

although the statistical significance is not shown on P@10.
This result indicates that the proposed methods estimate a good
mixture proportion of the component models and effectively
incorporates the translation models as well as the background
model. Finally, the LRatio achieved the best performance
amongst the three proposed methods.

E. Processing Efficiency

In this section, we show the processing efficiency of the
Gibbs sampling algorithms for the three proposed models.
We conducted all the experiments on a PC with Intel(R)
Xeon(R) W5590 3.33 GHz processors and 32 GB RAM. We
implemented our algorithms in C++ and compiled with g++
(GCC) 4.3.2 on Debian GNU/Linux.

The processing time for estimating the mixture proportion
of component models is O(lt) per iteration, where [ and ¢
respectively denote the total length of questions included in
the training data and the number of topics, i.e., the number
of component models. Compared to LDA, the number of
topics is much less than the one used in ordinary problems,
the required processing time is less than those applications.
Another factor of the processing efficiency is the number
of iterations until convergence. For all the three models, the
parameters converged at about 200 iterations. Fig. 2 shows
the average processing time with respect to the number of
iterations of Gibbs sampling. As shown in this graph, no
significant difference in processing time was observed among
three models. The processing time for estimating the mixture
proportions were about 400 seconds. These results show that
the proposed method is efficient enough for practical use.

VI. CONCLUSION

This paper proposed three models for combining multiple
probabilistic language models for cQA retrieval and their
parameter estimation methods. Although the proposed mixture
models are regarded as an extension of the one proposed
by Xue el al.[4], we focused on a method to combine the
component probabilistic language models in this study. We



experimentally showed that the proposed methods effectively
combine multiple models for cQA retrieval. The proposed
methods significantly outperform the widely used language
models and Okapi BM25. We also showed that the proposed
methods performed better than in [4].

We currently use four component models. One future re-
search direction is to incorporate other models and check
whether the proposed combination methods work effectively
for larger numbers of component models. As for word clusters,
we currently define the clusters in an ad hoc manner. There are
several methods for creating word clusters. Therefore, another
future technical problem is to check the effect of a clustering
method on the performance of the proposed likelihood ratio
model. In the experiments, we used cQAs in the Internet
domain due to the hardness of building an evaluation data
set. We plan to evaluate the proposed method by using cQAs
in other genres. There are several cQA archives open to
public. Another future work is to apply the proposed method
to these cQA archives. We applied the proposed method in
this paper to Japanese cQA archives. Our concern is to check
the effectiveness of the proposed method for cQAs in other
languages.
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