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Abstract—In recent years, single image super-resolution (SISR)
deep learning techniques have achieved remarkable improve-
ments in recovering a high-resolution (HR) image from an
observed low-resolution (LR) input. Nevertheless, these proposed
methods fail in many real-world scenarios since their models are
usually trained using a pre-defined degradation process from
HR ground truth images to LR ones. To address this issue,
new architectures have been proposed focusing on adopting
more complicated degradation models to emulate real-world
degradation achieving prominent performance but still limited
to certain kinds of inputs and dropping considerably in other
cases.

In this paper, we present a GAN structure for blind super-
resolution tasks, applying a technique that has not been very
commonly used in SISR proposals: a U-Net architecture as a
discriminator of the GAN network. Adding this structural change
will encourage the discriminator to focus more on semantic
and structural changes between real and fake images and to
attend less to domain-preserving perturbations. In addition, the
loss function of the generator was modified by adding the
LPIPS loss function for the perceptual loss and a per-pixel
consistency regularization technique based on the CutMix data
augmentation. Numerous novel solutions that have been proposed
recently involve powerful deep learning techniques.

The proposed model was trained using the DF2K dataset
employing a degradation framework for real-world images by
estimating blur kernels and real noise distributions to obtain
more realistic LR samples. Finally, we present a benchmark
comparing our results with other methods in the state-of-the-
art. The commonly-used evaluation metrics for image restoration
PSNR, SSIM, and LPIPS were used for this evaluation.

Index Terms—Deep Learning, Degradation Modeling, Image
Super-Resolution, Loss Functions, U-Net Discriminator.

I. INTRODUCTION

In the wake of the increasing progress in deep learning tech-

niques, several super-Resolution (SR) models have been de-

veloped, continuously achieving state-of-the-art performance

on the SR image paradigms starting from the initial method

based on Convolutional Neural Networks (CNN) to recent and

promising SR approaches based on Generative Adversarial

Networks (GAN) [1, 2, 3, 4, 5]. Consequently, the image

super-resolution problem, strictly speaking to Single Image

Super-Resolution (SISR), has gained much attention in the

research community.

SISR aims to reconstruct a high-resolution image ISR from

a single low-resolution image ILR. The relation between ILR

and the high-resolution image IHR can differ depending on

the situation. Several related works assume that ILR is a

bi-cubic down-sampled version of IHR. Most uses fixed bi-

cubic operations for down-sampling to construct training data

pairs. Similarly, the input image down-sampled by the bi-

cubic kernel in the test phase is applied to train a deep

neural network [6]. However, to have better results in real-

world super-resolution images, other degrading factors such as

blur, decimation, or noise have been considered for practical

applications.

Real complex degradation, which frequently is part of

real-world images, is a complicated combination of different

degradation processes that may occur in the imaging system of

cameras, image editing, and channel transmission. Blind SR

attempts to resolve this problem by enhancing low-resolution

images with unknown degradation and, therefore, has attracted

increasing attention due to its significance in promoting real-

world applications. Many recent novel solutions have been

proposed, especially with powerful deep learning techniques.

Despite all the efforts of recent years, this problem remains a

challenging research area [7].

This article focuses on improving the SR method by model-

ing the corrupted data via image processing artifacts to restore

real-world low-resolution (LR) images. The degradation might



contain these kinds of unpredictable noises or blurring. We

evaluated the RealSR [6] proposal and employed its process

for kernel estimation and noise injection to preserve the

original domain attributes. In contrast, our main contribution

is to train a deep learning model to generate high-resolution

(HR) images with two crucial alterations. First, performing

experiments adding an extra loss function associated with

LPIPS [12], replacing the patch discriminator with a U-Net

discriminator [9], and applying CutMix operation [10].

The article is organized as follows. Section II presents some

related works in the context of the proposed approach. Section

III describes the experiments and the obtained results. And

Section IV presents the conclusions and some discussions.

II. PROPOSED METHOD

The proposed method can be described in three parts.

First, to model the noise from real-world images, we applied

the degradation process proposed by RealSR work [6]. This

degradation process is injected into generating LR images

to make them more realistic to real-life SR problems and

situations.

Secondly, we trained the SR model based on the constructed

data using an SRGAN architecture based on the BasicSR

implementation [13]. In this case, the SR structure selected

is based on the ESRGAN [8]. Furthermore, we performed

several experiments adding a new LPIPS perceptual loss

[12] to the loss functions. The basic idea is to improve the

network’s performance by regularizing the loss function with

a perceptual metric.

Finally, we included a GAN module, adding a U-Net

discriminator [11] to consider both the global and local context

of an input image. Experimental results show that the proposed

model significantly improves the results compared to the

model presented by the Impressionism group at the NTIRE

2020 Challenge [14].

We based our proposal on the RealSR method of real image

degradation modeling based on kernel estimation and noise

injection [6]. The elemental degradation process from IHR to

ILR can be expressed with the following equation:

y = f(x; s) (1)

where x and y denote HR and LR images, respectively. f is

the degradation function with a scale factor of s. Hence, the

SR problem equals solving the inverse function f−1. In the

background of non-blind SR, f is generally assumed to be a

bicubic downsampling:

y = x ↓bics (2)

or the combination of downsampling and a fixed Gaussian

blur with kernel kg , where ⊗ represents the convolutional

operation in the image:

y = (x⊗ kg) ↓s (3)

Subsequently, to estimate the degradation method more

accurately, we applied the Realistic degradation framework

for Super-Resolution (RealSR) proposed by [6] to estimate

the kernel and noise from the real-world image. Once the

estimated kernel and noise patch are obtained, it is possible

to reconstruct a degradation pool, which is used to degrade

clean HR images into blurry and noisy images, generating

image pairs to train the SR models.

A. Generator

The base SR model is composed of a U-Net discriminator,

as shown in Figure 1. The proposed model is trained on paired

data {ILR, IHR} ∈ {X,Y }. The generator has an RRDB [15]

structure, and the resolution of the output image by the gen-

erator is four times larger. Similarly to the ESRGAN model,

we remove the batch normalization layers from SRGAN [16]

to avoid unpleasant artifacts and replace the original residual

block with the RRDB to boost performance. Formally, the

generator returns ×4 super-resolved image IGen from an input

image IIn :

IGen = G(IIn) (4)

B. Discriminator

Many GAN-based SR methods have an encoder structure

as a discriminator [8, 16, 17], which is simply a classifier

that tries to distinguish real data from the data created by the

generator. This module could use any network architecture

appropriate to the type of data it’s classifying. For instance,

in RealSR, a Patch Discriminator [18, 19] is used instead of

VGG-128 [20]. This is because of the limits in the size of the

generated image to 128; moreover, it makes the discriminator

pay more attention to global features and ignore local features.

Although this approach has optimal performance, replacing

this scheme with a U-Net discriminator [9] can accomplish

better predictions because it considers both the global and local

context and gives effective feedback to the generator.

C. Loss Functions

1) Generator: One part that is very relevant in this proposal

is the employment of multiple losses applied to the training

process. Concisely, the losses implemented for our generator

are a combination of pixel loss, perceptual loss [18], and

adversarial loss. The pixel loss L1 uses L1 distance. The

perceptual loss Lper uses the inactive features of VGG-19

[20], which improve the visual effect of low-frequency features

such as edges. And the adversarial loss Ladv has the task of

enhancing the texture details of the generated image to obtain

a more realistic image output. The total loss function is the

weighted sum of all the previous losses:

Ltotal = λ1 · L1 + λper · Lper + λadv · Ladv (5)

Nonetheless, as several related works are mostly based

on the GAN with the VGG perceptual loss, there were few

considerations about the loss functions. Therefore, we have

experimented with the learned perceptual similarity (LPIPS)

loss functions for perceptual extreme SR. Instead of replacing

the VGG perceptual loss with the LPIPS perceptual loss, we



added to the loss function as shown in Equation 5. To this

end, we use LPIPS [12] for the perceptual loss:

Llpips =
∑

k

τk(φk(IGen)− φk(IGT )), (6)

where φ is a feature extractor, τ transforms the embedding to

scalar LPIPS score, and the score is computed and averaged

from k layers. In addition, we use the discriminator’s feature

matching loss Lfm to alleviate the undesirable noise from the

adversarial loss where Dl denotes the activation from the lth

layer of the discriminator D, and H is the Huber loss (smooth

L1 loss) [11]:

Lfm =
∑

l

H(Dl(IGen), Dl(IGT )), (7)

As a result, the final generator loss function is defined as:

Ltotal = λ1 · L1 + λper · Lper + λadv · Ladv

+ λfm · Lfm + λlpips · Llpips (8)

2) Discriminator: For the U-Net discriminator loss func-

tions, besides the normal encoder structure, Denc a decoder

structure Ddec is also used to provide per-pixel feedback to

the generator while preserving global context. Jo et. el. [11]

have shown that the discriminator loss LD can be computed

at both the encoder head LDenc
and the decoder head LDdec

.

The formulation for the discriminator loss as hinge loss is:

LDenc
= −E





∑

i,j

min
(

0,−1 +
[

Denc(I
GT )

]

i,j

)




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
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∑

i,j

min
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)


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LDdec
= −E


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∑
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min
(
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[

Ddec(I
GT )

]

i,j

)


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min
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Gen)

]
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)


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where IGT is the ground truth image, and [D(I)]i,j is the

discriminator decision at pixel (i, j). Besides, the adversarial

loss for the generator is defined as:

Ladv = −E





∑

i,j

[

Denc(I
GT )

]

i,j
+
∑

i,j

[

Ddec(I
Gen)

]

i,j





(11)

Additionally, as the loss functions contemplated in the U-

Net discriminators [11], a consistency regularization [9] was

applied to synthesize the training samples by using CutMix

transformation [10] and minimizing the loss LDcons
. Finally,

the total discriminator loss is defined as:

LD = LDenc
+ LDdec

+ LDcons
(12)

III. EXPERIMENTS AND RESULTS

For the experiments, we use the DF2K dataset, which

contains 3,450 images. This dataset is composed of the DIV2K

dataset [21], proposed in NTIRE17 with 800 train and 100

validation images, and the Flikr2K dataset [22], with 2650 2K

images for training [12].

The proposed model was implemented using PyTorch 1.7.1

and trained on a single NVIDIA GeForce RTX 2080 Ti

(12G). We further trained the generator using the proposed loss

functions for about 60K iterations with a mini-batch size of 16,

which took about 16 hours. We empirically set λ1 = 1E−2,

λper = 1, λadv = 1E−3, λlpips = 1E−3, and λfm = 1. The

Adam optimizer was applied, and the learning rate was set to

0.0001 for training both the generator and the discriminator

networks. The number of parameters for the generator and

discriminator was 17M and 13M, respectively.

Three experiments were tested to evaluate the performance

of this model. Initially, we trained the proposed model only

with the LPIPS and Feature Matching losses and compared

it to the original RealSR architecture. Following this, we

trained the original RealSR model, only replacing its patch

discriminator with the U-Net discriminator. And lastly, the

model was evaluated with the combination of the new loss

and the U-Net discriminator.

The image quality metric used to evaluate the results were

PSNR, SSIM, and LPIPS, obtained by comparing the images

with the ground truth. These results were also compared with

the RealSR model that obtained first place in the NTIRE 2020

perceptual extreme SR challenge. The experiments demon-

strated that the proposed new architecture significantly im-

proved the results obtaining better LPIPS performance.

Table I show the overall results comparing the ESRGAN

and RealSR model with an ablation study of the proposed

model. For all three metrics, our proposal showed the best

results. In the experiment, by applying only the new loss

functions, the PSNR and SSIM metrics showed superior

results. However, for the LPIPS metric, the RealSR model

showed better results. Furthermore, by applying only the U-

Net architecture, we observe that it has already improved the

proposed model for the LPIPS metrics. Finally, applying both

modifications, the results of the LPIPS metric further improve

even though it does not exceed the PSNR and SSIM compared

with just the loss function modification.

Table II compares the RealSR model with our model

listing the number of images that obtained a better image

metric. Since the DF2K test dataset contains 100 images, each

evaluation was recorded and added to each model type if the

image exceeded the value obtained with the other model. This



Fig. 1: Architecture of the proposed U-Net-based discriminator. The degradation pool provides diverse blur kernels and noise

distributions for constructing realistic low-resolution images. During the training phase, the SR model is optimized to reconstruct

high-resolution images.

comparison was made using just the RealSR since Table I

shows that ESRGAN presents much lower results than RealSR

and the proposed model.

TABLE I: Results of the model applied on DF2K dataset

Model PSNR ↑ SSIM ↑ LPIPS ↓

ESRGAN 19.06 0.2423 0.755

RealSR 24.82 0.6619 0.227

Only loss functions (Ours) 27.49 0.769 0.322

Only U-Net discriminator (Ours) 26.14 0.719 0.222

Both modifications (Ours) 26.13 0.721 0.219

Table I. Quantitative results on DF2K dataset compared with ESRGAN and
RealSR. Note that the ↑ and ↓ mean higher or lower value for the specific
metric, the better the result.

TABLE II: Number of images with best metrics.

Experiment Model PSNR SSIM LPIPS

Only loss functions
RealSR 0 0 91

Ours 100 100 9

Only U-Net discriminator
RealSR 0 2 40

Ours 100 98 60

Both modifications
RealSR 0 0 33

Ours 100 100 67

Table II. Evaluation of each of the 100 test images from DF2K. The number
in the table shows how many images obtained higher values between the two
SR models.

Table III compares six individual images using both RealSR

and the proposed model. These images are shown in Figure

2 through Figure 7 so that the differences between both

generated high-resolution images and ground-truth images

can be observed. We used the referred number to identify the

images from the test dataset.

1) Image 0804: We can observe in Figure 2 that the image

generated by the proposed model is closer to the ground truth

image since the RealSR image presents more artifacts on the

TABLE III: Metrics outcome from the example images

Experiment Model PSNR ↑ SSIM ↑ LPIPS ↓

Image 0804
RealSR 23,67 0,631 0,2

Ours 24,91 0,689 0,185

Image 0812
RealSR 23,84 0,668 0,211

Ours 25,48 0,72 0,202

Image 0813
RealSR 27,24 0,747 0,184

Ours 28,41 0,789 0,175

Image 0814
RealSR 24,48 0,806 0,217

Ours 26,12 0,835 0,234

Image 0836
RealSR 22,33 0,656 0,181

Ours 23,95 0,715 0,180

Image 0853
RealSR 28,63 0,825 0,146

Ours 30,42 0,849 0,129

Table III. Six individual images were compared using both RealSR and the
proposed model. These images are shown in the following figures so that the
differences between both generated high-resolution images and ground-truth
images can be observed. We used the referred number to identify the images
from the test dataset.

part of the man’s shirt and the left hand.

2) Image 0812: In Figure 3, the image obtained from our

model shows a better result in detail and is more similar

to the ground-truth image. The pillar details on the right

present lines are more even and consistent with the GT image.

3) Image 0813: In Figure 4, the image generated by our

proposal is a little closer in detail to the ground-truth image.

For instance, the telephone on the wall has buttons more

similar to the original image. Also, the faces present fewer

artifacts than in the RealSR image.

4) Image 0814: In Figure 5, we can see that, although the

RealSR image has a higher rating in the LPIPS metric, it still

has many artifacts that are distorted from the original image.

For example, the windows of the building on the left look

very blurry and have strange lines. In our solution, it is much



closer to the ground-truth image.

5) Image 0836: In Figure 6, we can observe that the

yellow window lines have a more pleasant perception in our

result. Also, the railing lines in the upper right part are finer

and more detailed than the other generated image.

6) Image 0853: In Figure 7, we can see that the image

obtained by the RealSR model presents some artifacts and

lines that were hallucinated in an over-detailed way in the

bird’s feathers. Our image is more similar to the ground-truth

image.

IV. CONCLUSION

In this paper, we present a novel GAN architecture imple-

menting a U-Net structure as a discriminator and adding an

LPIPS loss function to the generator to train a super-resolution

model oriented to tackle blind SR issues. Furthermore, adding

more techniques to increase the effectiveness of our model by

including CutMix data augmentation and kernel estimation,

and noise injection during the generation of the samples for

training our model.

Based on these modifications, we trained our model using

the DF2K dataset with each modification in the generator and

the discriminator separately and finally all together. Thus, it

was possible to compare our proposal with other state-of-

the-art generative methods by upscaling the LR images in

the test dataset used on the NTIRE 2020 perceptual extreme

SR challenge. Finally, we can observe that our trained SR

architecture outperforms the two SR models based on the most

relevant image metrics PSNR, SSIM, and LPIPS.

Thus, we can observe that the images generated by our work

show a reduction of artifacts in the generation of images and

gets more approximate to the Ground-Truth image.

One proposal for future work is to increase the SR scale of

this model. In this experiment, images [x4] times larger than

the input image were generated. Working on the architecture

or adding modules that allow higher resolution, e.g. [x8, x16],

is a very important approach to be analyzed for future works

and projects.
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(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 2: Image 0804 from DF2K test dataset

(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 3: Image 0812 from DF2K test dataset



(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 4: Image 0813 from DF2K test dataset

(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 5: Image 0814 from DF2K test dataset



(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 6: Image 0836 from DF2K test dataset

(a) Image Ground-Truth (b) Ground-Truth Patch Image

(c) RealSR generated image (d) Model trained with both modifications (Ours)

Fig. 7: Image 0853 from DF2K test dataset


