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Abstract—eXplanation Based Learning (XBL) is an interactive
learning approach that provides a transparent method of training
deep learning models by interacting with their explanations. XBL
augments loss functions to penalize a model based on deviation
of its explanations from user annotation of image features. The
literature on XBL mostly depends on the intersection of visual
model explanations and image feature annotations. We present
a method to add a distance-aware explanation loss to categorical
losses that trains a learner to focus on important regions of
a training dataset. Distance is an appropriate approach for
calculating explanation loss since visual model explanations such
as Gradient-weighted Class Activation Mapping (Grad-CAMs)
are not strictly bounded as annotations and their intersections
may not provide complete information on the deviation of
a model’s focus from relevant image regions. In addition to
assessing our model using existing metrics, we propose an
interpretability metric for evaluating visual feature-attribution
based model explanations that is more informative of the model’s
performance than existing metrics. We demonstrate performance
of our proposed method on three image classification tasks.

Index Terms—eXplanation Based Learning, Interactive Ma-
chine Learning, eXplainable AI

I. INTRODUCTION

Research on model transparency in deep learning is domi-
nated by studies on dataset bias [1]], model interpretability, and
explainability [2]. Another field of study that aims to improve
model transparency, Interactive Machine Learning (IML), hits
two birds with one stone [3|], [4]. First, it provides transparency
through engagement by allowing user interaction in the model
training process. Second, it improves model performance by
collecting expert knowledge directly from users. IML usually
considers users as dumb partners with the sole responsibility
of categorizing training instances into one of a set of pre-
selected categories as opposed to clever partners who can
clarify their feedback in addition to categorizing instances.
However, advances in model explanation research opens the
door for a more detailed and richer interaction between models
and users during training.

A. eXplanation based learning

While model explanation methods have been proposed and
continue to be used to tackle the “black-box” nature of
deep learning models [5]], [[6], they can also be used in an
interactive learning approach to promote a more transparent
model training process [7]], [8]. This is known as eXplanation

Based Learning (XBLﬂ which collects user feedback on
model explanations and uses the feedback to train, debug, or
refine a trained model.

In applications such as medical image classifications, deep
learning models have been observed to focus on non-relevant
or confounding parts of medical images such as artifacts for
their classification or prediction outputs [[11]], [12]. In addition
to promoting transparent learning process, XBL has the po-
tential to unlearn such wrong correlations, which are termed
as confounding regions, confounders, or spurious correlations
(used interchangeably in this paper) [12], [13]; confounding
regions are parts of training instances that are not correlated
with a category, but incorrectly assumed to be so by a learner.

As is displayed in Fig. [, XBL is generally made up of
four steps. The first is traditional model training which often
uses a categorical loss. The next step is generating model
explanations. Feature attribution based local explanations [9]
or surrogate model explanations [[L10] can be used for this. We
limit the scope of this work to a saliency based local expla-
nation, Gradient-weighted Class Activation Mapping (Grad-
CAM) [14]. In the third step, explanations are presented to
users and feedback is collected. For method development and
experiment purposes confounding regions can be added to a
dataset and their masks used as user feedback for XBL. Fi-
nally, the collected feedback is used to calculate an explanation
loss, which in turn is used to augment the initial categorical
loss, and refine the original model using XBL training [7]].

The training process in XBL augments loss functions to
include an explanation loss, which can be based on either or
both of: (1) a model’s deviation from user annotated feedback
that shows objects of interest; and (2) a model’s focus on user
annotation of non-salient or confounding image regions. This
explanation loss is usually based on the intersection of the user
annotation of image features and a model’s visual explanation.
Loss functions are generally augmented as follows:

I Different terms such as explanatory debugging 8], explanatory interactive
learning 9], explanatory guided learning [10] are used in the literature. We
choose to use the term eXplanation Based Learning because we believe it
generalizes all of them.
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Fig. 1. The eXplanation Based Learning (XBL) loop. The user feedback, which is expected to be an annotation mask of the confounding image region in
the lower left corner (highlighted by the saliency map), is portrayed here as a red circle for easier visualization.

N
Le$pl = Z e(expli,ca Mi,c) (1)
=1
N
Lop ==Y e(§,Y) @)
=1
L= Leop +Lop +2) 6 3)

i=1

The term, Legyp; in (]II) is the explanation loss calculated as
the error, e, between the model’s explanation, expl; . for input
1 with category ¢, and the ground truth annotation, M; ., where
M =1 for relevant regions and M = 0 for non-salient regions.
The term, L¢og, in @) is the traditional cross entropy loss
which is calculated based on the error, e, between the model’s
prediction g; and ground-truth label Y; for instance i. While
Y; only holds category label, M; . holds a mask annotation
of relevant objects in an input ¢. Finally, XBL consists of the
sum of Legp, Log and a regularization term, A where 0; is
the network parameters.

Most XBL loss function augmentations in the literature fail
to consider two scenarios: (1) focus of a model’s attention
may get closer to- and gradually shift to the relevant regions
of training instances; for this reason, we need to penalize
the learner less as the explanations (the model’s attention)
starts to improve. This means there is a need to make loss
functions positively related to the distance of a model’s wrong
attention from the relevant regions; and (2) model activations
that usually make up model explanations are not as strictly
bounded as user annotations and we need to relax the training
penalization as we get closer to the relevant parts of training
images. In order to address these shortcomings of existing
XBL methods and assuming model explanations correctly
highlight the reasoning behind a model’s output, in this paper,
we address the following research question: “Can we augment
XBL loss functions in way that is sensitive to distances between

explanations and user annotations of relevant image regions
for better classification and explanation performance?”

Another aspect of XBL that is often overlooked is using
coefficients that weigh and balance impact of explanation
losses and classification losses and optimizing them. We also
consider these coefficients as hyper-parameters and tune them
to find their optimal values before starting model training with
XBL.

B. Evaluation of model explanations

While subjective evaluations of explanations that involve
humans would give a user-centric assessment of model gen-
erated explanations [15]], objective evaluations are often used
for a speedy assessment and comparison in the development
of model explainability methods [[16]. Most of the existing
evaluation methods give weight to the generated explanations
over the ground truth feature annotations. This can result
in over-confident evaluation results. In addition to using an
existing evaluation method, to address this issue we propose
an interpretability metric that assesses how much of the ground
truth feature annotation has been identified as relevant by
model explanations. We restrict our work in this paper to
objective evaluations.

The main contributions of this paper are:

1) Decoyed versions of image classification datasets are

created for XBL experiments.

2) A new XBL method, Distance-Aware eXplanation Based
Learning (XBL-D), is proposed and evaluated.

3) A saliency map explanation interpretability metric, Ac-
tivation Recall, is proposed and demonstrated.

4) Our experiments demonstrate that incorporating
distance-aware learning into XBL performs better than
baseline algorithms in classification tasks, and generates
more accurate explanations. Furthermore, Code and
links to download the datasets are shared online?]

Zhttps://github.com/Msgun/XBL-D
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II. RELATED WORK

In this section, we present a review of relevant literature on
XBL and model explanation evaluation metrics.

A. eXplanation based learning

XBL methods can be generally categorized into two cate-
gories: (1) augmenting loss functions with explanation losses;
and (2) using user feedback to augment training datasets by
removing confounding or spurious regions identified by users.

1) Augmenting loss functions: The model explanation
method used has a huge impact on an interactive learning
process, not only because it is directly used to compute
explanation loss (expl; . as in (1), but also because it can
impact user experience and feedback quality. Right for the
Right Reasons (RRR) [17] penalises a model with high input
gradient model explanations on the wrong image regions
annotated by a user. RRR uses

N
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for a function f(X|0) = § € RVN*X trained on images
of size N with K categories, where M,, € {0, 1} is user
annotation of image regions that should be avoided by the
model.

A Grad-CAM model explanation was used instead of input
gradients in RRR-G by Schramowski ef al. [18] using the
following loss function:
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Similarly, Right for Better Reasons (RBR) [19] uses In-
fluence Functions (IF) in place of input gradients to correct
a model’s behavior. Contextual Decomposition Explanation
Penalization (CDEP) [20]] penalizes features and feature in-
teractions.

User feedback in XBL experiments can be one or both of:
(1) telling the model to ignore non-salient image regions; and
(2) instructing the model to focus on important image regions
in a training dataset [21]. While the XBL methods presented
above refine a model by using the first feedback type, Human
Importance-aware Network Tuning (HINT) does the opposite
by teaching a model to focus on important image parts using
Grad-CAM model explanations [22].

Most of the literature on XBL focuses on using feature attri-
bution based saliency maps such as input gradients and Grad-
CAMs as model explanations. Prototype based explanations
have also been utilized in Bontempelli et al. [23]] to debug
Part-Prototype networks at concept level.

2) Augmenting training dataset: Instead of augmenting loss
functions, XBL can be implemented by relabeling, augmenting
existing instances, or adding new training instances based on
user feedback. Instance relabeling has been deployed to clean
label noise in a training dataset that is identified using example

based explanations [24]. Counter-Examples (CE), which are
variants of training instances with added modifications using
user feedback can be generated to augment dataset for model
re-training [9]. Simpler surrogate models have also been used
as global explanations to elicit feedback in the form of new
training instances [10]].

B. Evaluating feature attribution based explanations

Feature attribution based explanations can be evaluated
intrinsically and/or extrinsically [25]. Intrinsic evaluation in-
volves only the model and the generated explanations them-
selves [26], while extrinsic evaluation involves subjective
human evaluation [27] or objective usage of ground-truth
annotation data.

Objective evaluation of model explanations provides an
easier and quicker way of assessing interpretability by com-
paring model explanations to ground-truth data. Overlap of
visual explanations and feature annotations can be used to
compute localization ability of a model’s explanations; to
avoid explanations with high false positive rates which cover
wide area of an image, thereby scoring a high overlap with
annotations, penalized versions of overlap: Penalized Localiza-
tion Accuracy (PLA) was proposed [28]]. Activation Precision
(AP) is another approach that computes how many of the
pixels predicted as relevant by a model are actually relevant
[29]]. AP is presented in (6], where Agpj, is a mask of relevant
image regions in input image z,, and 7, is a threshold function
that finds the (100-r) percentile and sets elements of the
explanation, exply, below this value to zero and the remaining
elements to one. AP usually requires a low r value or high
threshold so we can avoid explanations with high false positive
rates.

explg Tn)) * Aobj,
T, (explo(xy))

=% Z (©6)

There is a trade-off between selecting a higher threshold
and accurately assessing model explanations. While increasing
the threshold would mean focusing on smaller areas of an
explanation and avoiding high false positive rates, it also
means parts of an explanation would be masked before they
are assessed, which could result in overconfidence in model
explanations.

III. DISTANCE-AWARE EXPLANATION BASED LEARNING

We view the training images as instances made up of
three parts: (1) the relevant regions, masked by A,;, that
are considered important for category classification; (2) the
confounding regions, masked by annotation A.,,, which are
not correlated with any category but can trick the learner into
learning that they are; and (3) the remaining image parts that
are usually easily ignored by a learner as background image
regions.

Our explanation loss penalizes a learner based on the
amount of wrong attention it gives to A.,,, with due con-
sideration of this wrong attention’s distance from A,;. For



Fig. 2. [Best viewed in color.] Illustration of a distance-aware explanation
loss calculation for an input image (left), Grad-CAM (middle). Distance is
represented using Viridis color-map in the right figure. Yellow is for the
smallest distance and dark purple for the largest. In this case, the confounding
region (in the lower left image region) that is wrongly found relevant is as
far as it can be from the important region. Pixel intensity of Grad-CAM on
the confounding region is exaggerated for presentation purposes.

example, in Fig. 2] a Grad-CAM explanation shows a model
giving attention to a confounder located on the lower left
corner of an input image. Distance of the attention to the
confounder is illustrated with a Viridis color-map showing
largest distances as dark purple. In this case, this would result
in the highest penalty. As the model’s (wrong) focus starts to
get closer to Agp;, the explanation loss would decrease. We
used Grad-CAM because it was found to be more sensitive to
training label reshuffling and model parameter randomization
than other saliency based explanations.

Equations and (8) underpin how we propose to integrate
explanation and classification losses. Algorithm [T] shows how
this combined loss function is integrated into the overall XBL-
D approach. Here, G,, is the center of gravity of objects of
interest in input images that are masked with Ay, exply(xy,)
is a Grad-CAM explanation of input x,, to model F, and A,
is the annotation of a confounding region in z,. A model’s
incorrect focus on a confounding region is detected using the
intersection Iy (x,, ) between exply(x,,) and A.,y,. The distance
between a model’s wrong attention to a confounding region
and center of A,; or G,, is then approximated by calculating
average of the minimum and maximum euclidean distances,
d, between points in Iy(z,) and G,,. This gives us a measure
of how far a model’s incorrect attention is from the relevant
image regions. In (), Lo g represents the cross entropy loss
and A)_,_, 6; is a weight (6) regularization term.
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A. Activation recall

In addition to using AP, we propose Activation Recall (AR)
to assess visual explanations, such as Grad-CAMs, generated
by a trained model. AR measures how much of the relevant
parts of test images are considered relevant by a model. This
is presented in [9] where (similarly to AP) T, is a threshold
function that finds the (100-r) percentile and sets elements of

Algorithm 1 Distance-aware eXplanation Based Learning
(XBL-D)

Input: confounded training dataset X and ground-truth cate-
gory Y, feature annotation of object(s) of interest in X: Aovj,
feature annotation of confounders in X: Acon.

Parameters: classification loss coefficient: \;, explanation
loss coefficient: Ay, regularization term: A, network param-
eters: 0

Qutput: refined function F

1: F' «+ Fit function using X

2: repeat

3: G < center of gravity of objects of interest in Agp;.

4:  exply < saliency map explanations of X generated
using Grad-CAM.

5. Iy <+ set of intersections between exply and A..y,
Leqpr < explanation loss as average of the minimum
and maximum euclidean distances between points in Iy
and G

7. Leg + classification loss between Y and F(X)

8: Total loss, L < A * Lcg + Ao * Lezpl + AZi:l 0;

9:  update F using L

10: until L < o, where o is a tolerable total loss
11: return F’

Fig. 3. Sample images from MS COCO with confounding regions added to
random corners and their corresponding object masks

exply(x,,) below this value to zero and the remaining elements
to one.

N
1 T, (explg(xy)) * Ao,
AR = — n

5 N Zn: Aobj, )

Instead of selecting a single threshold to assess generated
explanations, we compute AP and AR at different thresholds
to show impacts of choosing threshold on the evaluation
metrics. This also gives us an insight into how explanation
evaluation can be misleading without the full information, i.e
thresholding.

IV. EXPERIMENTS

In this section, we describe the datasets, model architectures,
and training details used in our experiments to evaluate the
performance of XBL-D.

A. Dataset

In order to validate performance of XBL-D, locations of
the confounding regions needs to be known beforehand. For
this reason, we used a publicly available decoyed dataset and



created two new decoyed versions of existing datasets for our
experiments:

1) Decoy Fashion MNIS This was created by Teso and
Kersting [9]]. 4x4 pixel confounders with random pixel
intensities were added to random corners of images from
the Fashion MNIST training dataset [30]. The 10,000
images from the test dataset were left clean.

2) Decoy CIFAR-l(ﬂ We created this dataset by adding
4x4 pixel confounders with random pixel intensities
to random corners of the training set of CIFAR-10
dataset. The CIFAR-10 dataset contains a training set
of 50000 and test set of 10000 32x32 RGB images
categorized into 10 classes. Similar to the Decoy Fashion
MNIST, the test set of this dataset was also left clean
for evaluation purposes.

3) Decoyed subset of MS-COCO. We extracted a total of
2000 images for training and 600 image for testing,
from the Train and Zebra categories of the MS-COCO
dataset [31]. We then added 16x16 confounding pixels
with random pixel intensities to random corners of the
training images, which are of size 224x224. Images in
the test set were left clean. We selected the Train and
Zebra categories based on the low intersection of objects
from both categories. Sample images from this dataset
are shown in Fig. 3] We refer to this dataset as Decoy
MS-COCOy).

B. Architecture selection and training

We performed all of our experiments using Tensorflow
and Keraﬂ For all our datasets, we searched for the best
model architectures and hyper-parameters using HyperBand
algorithm [32] in Keras tunerﬁ We considered and optimized
the hyper-parameters: number and size of convolutional layers,
number of pooling layers, number and size of fully connected
layers, and learning rate. A Convolutional Neural Network
(CNN) with one convolutional layer containing 160 filters and
two fully connected consecutive layers of sizes 992 and 800
nodes, and a learning rate = 1.158e-04 was found to perform
best for the Decoy Fashion MNIST dataset. For the Decoy
CIFAR-10, a CNN with two convolutional layers of filters 250
and 300 followed by one fully connected layer with 912 nodes,
and a learning rate = 1.267e-04 was selected. Similarly, we
found that a CNN with four convolutional layers (containing
160, 352, 416, and 224 consecutive filters) each followed by
a max-pooling layer, one fully connected layer of size 480
nodes, and a learning rate = 1.789e-05 performed best for the
Decoy MS-COCO(3) dataset.

To start with, the selected model architectures are fitted on
the corresponding dataset using categorical cross-entropy loss
and the Adam optimizer. We refer to the resulting models
as Unrefined. All the models are then refined using XBL-D.

3We collected this dataset at https://codeocean.com/capsule/7818629/tree/
vl

Ahttps://osf.io/w5fTy/?view_only=abb7f5f55bfc48b8c891838f699c0d3

Shttps://www.tensorflow.org/api_docs/python/tf/keras

6https://keras.io/keras_tuner/

For the Decoy MS-COCO(y) dataset, we run 20 epochs of
refinement where each epoch took an average of 15 minutes,
while for each of the Decoy CIFAR-10 and Decoy Fashion
MNIST datasets, we run 50 epochs of refinement each taking
averages of 7 and 5 minutes, respectively. Model training was
performed on a machine with NVIDIA RTX A5000 graphics
card.

Before starting the model refinement using XBL-D, we
searched for optimal values of the coefficients of the cate-
gorical cross entropy loss (A1) and explanation loss (\2) using
HyperBand in Keras tuner and we ended up with A; = 2.7 and
A2 = 0.1. We searched all hyper-parameters for each of the
datasets separately. However, since A\; and A, influence how
XBL-D works, we decided to find one set that should work for
the other domains for domain transferability purposes. Hence,
the hyper-parameter search of A\; and )\ was performed on
the most challenging task among the 3 datasets, which is the
decoy MS-COCOyy that contains large RGB images.

V. RESULTS

In this section, we present classification and explanation
performance results of our proposed method and compare
them against baseline methods.

A. Classification

Table [] presents classification accuracy performance of
XBL-D and comparison against baseline methods. On the
original test set of Fashion MNIST dataset, our proposed
method achieves classification performance of 0.904 surpass-
ing previous XBL methods [33]]. The second best performing
model was RRR with a classification accuracy of 0.894. None
of the available baseline methods were implemented for our
Decoy CIFAR-10 and Decoy MS-COCOy. For this reason,
we trained a model using the best performing method, RRR,
on the decoyed CIFAR-10 and MS-COCO(y datasets for
comparison purposes. Again, compared to RRR and Unrefined
models, XBL-D achieved superior classification performance
on the original test sets of CIFAR-10 and MS-COCOy)
achieving accuracies of 0.843 and 0.938, respectively, as is
summarized in Table [

TABLE I
CLASSIFICATION ACCURACY COMPARISONS ON ORIGINAL TEST IMAGES
OF FASHION MNIST, CIFAR-10, AND MS-COCO y;.

Method  Decoy Fashion  Decoy CIFAR-  Decoy MS-COCO 3
MNIST 10

Unrefined 0.862 0.789 0.845

XBL-D  0.904 0.843 0.938

RRR 0.894 0.810 0.853

RRR-G  0.786 - -

RBR 0.876 -

CDEP 0.767 -

HINT 0.582 -

CE 0.858 -
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Fig. 4. AR and AP evaluations of explanations generated for a clean Fashion
MNIST test dataset using a model trained on the Decoy Fashion MNIST. The
evaluations are performed at threshold values ranging from 40% to 95% with
step size = 5
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Fig. 5. AR and AP evaluations of explanations generated for a clean CIFAR-
10 test dataset using a model trained on the Decoy CIFAR-10. The evaluations
are performed at threshold values ranging from 40% to 95% with step size =
5

B. Explanation performance

While AR and AP evaluations, on the original test sets
of the Fashion MNIST, MS-COCO(Q) and CIFAR-10, across
thresholds ranging from 40% to 95% with step size = 5 are
presented in Figures [4] [5] and [f] Table [[I] presents a summary
of evaluations of explanations.

1) Fashion MNIST: Our proposed method scores higher
than both RRR and Unrefined models using both metrics. At
threshold = 40%, XBL-D scored highest values of AR = 0.557
and AP = 0.663 (Table [[I). Given that higher threshold means
considering smaller areas of Grad-CAM, AR values decrease
with increasing threshold (see Fig. ). However, even though
AP seemed to decrease with increasing threshold values, it
starts to increase at threshold above 90% (we accredit this to
the Gray-Scale nature of the decoy Fashion MNIST dataset).

2) CIFAR-10: Similar to the Fashion MNIST, our proposed
method performs higher than both RRR and Unrefined models
using both metrics. At threshold = 40%, XBL-D scored highest
values of AR = 0.516 (Table[lI)) and at threshold = 95%, XBL-
D scored AP = 0.342, outperforming both methods. While
AR naturally decreases with increasing threshold, AP increases

TABLE 11
SUMMARY EVALUATIONS OF EXPLANATIONS GENERATED FOR THE
ORIGINAL FASHION MNIST, MS-COCO AND CIFAR-10 TEST DATASETS.

Metric Method  Decoy Fashion Decoy CIFAR-  Decoy MS-
MNIST 10 COCO(y

Unrefined 0.280 0.419 0.500

AR XBL-D 0.557 0.516 0.860
RRR 0.335 0.432 0.841
Unrefined 0.318 0.168 0.609

AP XBL-D 0.663 0.342 0.698
RRR 0.425 0.181 0.761

—e—XBLD RRR Unrefined
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Fig. 6. AR and AP evaluations of explanations generated for a clean MS-
COCO test dataset using a model trained on the Decoy MS COCO3). The
evaluations are performed at threshold values ranging from 40% to 95% with
step size = 5

given the RGB nature of CIFAR-10.

3) MS-COCO3): Our method scored better AR at lower
thresholds and performed comparable to RRR at other thresh-
olds (at threshold = 40%, XBL-D scored AR = 0.860, Table ).
Similar to the other datasets, we also found that low threshold
values led to higher AR values (see Fig. [6). However, unlike
the models trained on the Fashion MNIST dataset but similar
to the CIFAR-10, AP values increase with increasing threshold
(at threshold=95%, RRR scored highest AP of 0.761, Table
. We accredit this to the RGB nature of the MS-COCO )
dataset.

Sample Grad-CAM outputs of input images from both
categories are displayed in Fig. [/l We show sample explana-
tion outputs for the MS-COCO(y) images because their high
resolution makes them well suited for presentation. While the
clean test sets were used in computing AR and AP explanation
evaluations, sample of the decoyed images from training set
of the MS-COCO(y) are shown in Fig. |/| to demonstrate
the ability of XBL-D in avoiding confounding regions and
to compare it against RRR and the Unrefined model. As is
displayed in the sample outputs, our proposed method was able
to produce accurate explanations that focus on relevant parts of
objects in input images and successfully ignores confounders.

VI. DISCUSSION

In addition to explaining a model’s classification output,
XBL facilitates a more transparent machine learning process
by providing a rich user interaction mechanism. As opposed
to the traditional interactive machine learning that is usually
performed through instance category labeling, a user would
be able to get involved at a deeper level by interacting with
model explanations in the machine learning process. In XBL,
a user would be able to teach a learner model by observing
and commenting on the reasoning (i.e correcting model expla-
nations) behind its predictions. This kind of user engagement
has the potential to circumvent the black-box public image of
deep learning models since it aims to build a rapport with
users by providing a transparent way of interaction with an
opportunity to refine the models.

When compared against baseline methods, XBL-D achieved
superior performance in classifying all three datasets. We
believe this is because it unlearns confounding regions, which
were wrongly found relevant by a model, based on their loca-
tions and distances from the user annotated relevant regions.
As shown in the sample outputs in Fig. [/, a model’s focus,
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Fig. 7. Sample Grad-CAM Outputs. Original size of all Grad-CAM images was 14x14; They are up-sampled to 224x224 for easier comparison against input

images.

shown with visual explanations is not strictly bounded and,
however good it is, there is always a good chance it might
exceed boundaries of relevant region(s). Based on this fact,
XBL-D instructs a learner that it is not only acceptable to
focus on the user annotated parts but also around it as long
as it keeps a distance from the confounding region. Had
the explanation loss been based on intersection of generated
explanations with the confounding regions, it would penalize
the model whenever it focuses on the confounders without
consideration for the confounders’ locations.

In addition to XBL-D, we observe that the Unrefined model
performed better than most of the other XBL models in
classifying the decoy Fashion MNIST. We attribute this to the
accuracy-interpretability trade-off in deep learning. Although
the existence of this trade-off is debated [34]), [35]l, deep learn-
ing models that are refined with an explanation based learning
could lose performance if the refinement is not performed
using a fitting approach such as our proposed method, XBL-D.

We also proposed an interpretability metric, Activation
Recall (AR). AR measures how much of the user annotated
relevant image regions were actually considered relevant by a
trained model. It circumvents a possible over-confidence that
may result from mainly focusing on explanations (saliency
maps in this case) during explanation evaluation. By redirect-
ing the focus from explanations to ground-truth annotations,
AR provides a reliable metric for explanation evaluation. We
recommend AR should be used in conjunction with AP for a
reliable assessment of model explanations.

Objective evaluations of generated explanations of test

images of employed datasets across different thresholds also
show that XBL-D performs better than RRR and Unrefined
models in generating accurate explanations. Threshold se-
lection is important in computing AR and AP of generated
explanations. In all the datasets, we observed that low thresh-
old values lead to higher AR while the opposite is true for
AP. This is because parts of Grad-CAM considered for AR
calculation increase with decreasing threshold. We also note
that the Gray-Scale nature of Fashion MNIST affects AP
values and it plummets with increasing threshold, but recovers
after threshold = 90%.

In addition to performing better at objective evaluations,
XBL-D also outputs visually accurate saliency maps compared
to the RRR and Unrefined models as can be seen in Fig.
We were able to observe that XBL-D is better than RRR and
the Unrefined models at localizing objects of interest in input
images.

VII. CONCLUSION

In this paper we proposed and demonstrated superior perfor-
mance of XBL-D, a distance-aware explanation loss for XBL
loss function augmentation. This introduces a new direction for
XBL research: the consideration of the distance of a model’s
wrong attention from relevant regions. XBL-D was able to
achieve superior classification and interpretability performance
compared to baseline methods on three different datasets. This
assures that our proposed method generalizes across different
datasets.
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