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Abstract—In the fifth and beyond (5G/B5G) communication,
wireless networks are evolved towards offering various services
of different use cases and, therefore, need to span a wide range
of requirements. While different services will be supported at
the same time, radio resource management needs to consider
the different requirements. In addition, as wireless systems are
capable to support multi-connectivity, radio resource allocation
becomes more challenging. In this context, we introduce a many-
to-many matching game, and develop a distributed radio resource
allocation algorithm supporting multi-connectivity. Simulation
results demonstrate that the proposed approach improves the
QoS levels of UEs by up to 14.9% considering their service
requirements.

Index Terms—Multi-connectivity, utility-based QoS model,
matching theory, many-to-many matching

I. INTRODUCTION

The fifth generation and beyond (5G/B5G) network will
support high volumes of mobile data traffic and massive num-
bers of wireless connections. Different types of data (requiring
different levels of Quality of Service (QoS)) are expected to
be generated by various services. The major traffic types are
enhanced mobile broadband (eMBB), massive machine type
communication (mMTC), and ultra-reliable low latency com-
munications (uRLLC) [1]. In order to meet the rapid growth
in mobile data traffic and demands of wireless connectivity,
wireless networks have evolved to dense and heterogeneous
networks with different radio access technologies (RATs). As
cells get denser and are overlapped, it is very likely that user
equipments (UEs) would lie in the overlapping coverage of
several base stations (BSs) or RATs, and multiple concurrent
links would be available to UEs. In addition, more and more
UEs are equipped with multiple radio interface and are capable
of accessing multiple BSs or RATs. This UE apability and the
availability of multiple links are geared towards enabling 5G
applications with stringent QoS requirements through multi-
connectivity (MC) [2].

The initial goal of using MC was to boost data rate
performance by splitting mobile data traffic and sending the
traffic over multiple links, overcoming the capacity limitations
constrained by backhaul links [3]. Mechanisms for traffic
splitting/aggregation in multi-RAT heterogeneous networks
(HetNets) have been investigated in literature. In [4], for a

HetNet consisting of a cellular macro BS and wireless LAN
(WLAN) connected by non-ideal backhaul link, the optimal
solution to split users’ traffic across multiple links is proposed
to maximise sum data rate. In [5], a joint user association and
data rate allocation problem is solved to maximise total utility
of data rate in a HetNet of multiple cellular BSs and WLAN
access points. Similarly, the utility-based approach considering
different data rate requirements of heterogeneous traffic types
is studied in [6] for LTE and WLAN aggregation (LWA).

By adopting packet duplication (PD), multi-connectivity
has been additionally considered as a approach to enhance
reliability. In literature, the architecture enhancement in the
radio access network (RAN) protocol stack [7], technical
challenges to enable PD [8], and dynamic multi-connectivity
configuration [3] are investigated for reliability improvement.

Whilst aforementioned studies [3]–[9] focus only on one
type of service, 5G networks are supposed to provide various
service types of different QoS requirements concurrently. In
[10], multiple QoS parameters are dealt with for heterogeneous
traffic types in a scenario where UEs can be associated
with only one BS (single connectivity). In this paper, we
consider multi-connectivity to support different service types.
To effectively capture the levels of QoS provision of the
service types, multiple QoS variables are considered. By using
a utility-based approach, multiple QoS variables are integrated
and the optimisation problem of radio resource allocation
including the utility function is formulated. We apply a two-
sided many-to-many matching game model to the resource
allocation problem and a novel algorithm for radio resource
allocation is proposed. With the simulation results, we show
that the proposed algorithm can support different types of
service having different QoS requirements.

The remainder of the paper is organised as follows. In
Section II, we describe the system model and the utility-
based QoS model integrating multiple QoS parameters for
heterogeneous traffic types. In Section III, the resource allo-
cation problem formulation is presented. Then, the proposed
algorithm adopting many-to-many matching game is presented
in Section IV. In Section V, we present the numerical analysis
to validate the performance and efficiency of our proposed
approach. Finally, conclusions are presented in Section VI.



II. SYSTEM MODEL AND UTILITY-BASED QOS MODEL

A. System Model

In this paper, we consider the downlink transmission in ab
industrial network where a single operator (entity) owns its
own macro BSs and small cell BSs and provides communi-
cation services for a geographic area. As shown in Fig. 1, a
heterogeneous network consisting of multiple BSs can serve
UEs with different service types. Let us consider a set of
BSs N = {1, · · · , N} where BS n has a corresponding
set of subchannels K = {1, · · · ,K} with a fixed bandwidth
of bkn. There is also a set of user equipments (UEs) M =
{1, · · · ,M}. Depending on UE’s service type, different QoS
parameters would be important. For instance, for uRLLC UEs,
the core priority would be to ensure lower latency and bit
error rate (BER) requirements. In order to effectively capture
the required QoS level, three QoS parameters, data rate, BER,
and delay, are considered and corresponding weight values
are arranged. While UEs are executing an application of a
specific service type, UEs are assumed to be able to associate
with multiple BSs with the multi-connectivity capability. The
set of BSs which UE m is associated with is denoted as Am.
Each BS can serve multiple UEs at the same time and the
set of UEs associated with BS n is denoted as An. In order
to decide UE’s association and resource allocation accounting
for QoS requirements, the utility-based approach described in
Section II-B is adopted.

B. Utility considering Multiple QoS Parameters

To model the different QoS requirements of UEs, the utility
function [10] including a set of three QoS parameters, data
rate, BER and delay, is modelled as follows.

1) Data rate: We consider the data rate between BS n and
UE m via subchannel k as the transmission capacity Ckmn. It
is defined using Shannon’s capacity theorem, as follows.

Ckmn(bkmn) = bkmn log(1 + γkmn). (1)

Macro
cell

Small 
cell

…..

uRLLC UE

…..mMTC UE

oC

BS1
BS 2

BS N

UE 1

UE 3

UE M

UE 2

UE 4

Fig. 1. Downlink transmission to UEs with different service types through
multi-connectivity in a HetNet

In (1), bkmn denotes the bandwidth of subchannel k of BS
n which is allocated to UE m and the signal-to-interference-
plus-noise ratio (SINR) γkmn can be calculated as follows.

γkmn =
pkmng

k
mn

Ikmn + σ2
, (2)

where pkmn is the transmit power and gkmn is the channel gain
between BS n and UE m via subchannel k which accounts for
path loss and fading. σ2 denotes the variance of the Additive
White Gaussian Noise (AWGN). As the channel interference
term, Ikmn indicates interference from other BSs n′, i.e., Ikmn =∑
n′ 6=n p

k
n′ gkn′ where 1 ≤ n′ ≤ N . pkn′ and gkn′ are the transmit

power and channel gain of transmission between BS n′ and
their associated UEs via the subchannel k, respectively.
2) BER: The transmitted data between BS n and UE m
could be corrupted depending on the channel conditions. We
consider the BER model derived in [11] as follows.

Ekmn =

{
0.2× exp(

−1.6×γkmn
2h(γ

k
mn)−1

) for γkmn ≥ γth,
1 for otherwise.

(3)

In (3), h(γkmn) is the modulation efficiency of a given mod-
ulation scheme and γth is the threshold of the modulation
scheme.
3) Delay: For delay performance, transmission delay and
queuing delay are considered. Whilst the transmission delay
is determined by the amount of time to transmit Ntx bits
via the link at data rate Ckmn(bkmn), the queuing delay is
affected by the congestion level of BS n. The data packet
transmission process at each BS is modelled as a M/M/1
queueing system [12]. It is assumed that the mean arrival
traffic rate and service rate of BS n are λn (packets/sec) and
µn (packets/sec), respectively, in the slow fading channels.
Note for simplicity, the retransmission of the packets which are
erroneously received is not considered. In addition, the stable
case of λn/µn < 1 is considered. The average delay for the
traffic of UE m ∈ An can be defined as a sum of transmission
delay and queuing delay [12] and derived as follows.

Dk
mn =

Ntx
Ckmn(bkmn)

+
1

µn − λn
. (4)

4) Context-aware utility function of multiple QoS parameters:
The above QoS parameters can be integrated into a utility func-
tion to express the satisfaction level for the required QoS. As
can be seen in (5), three parameters Ckmn, Ekmn, and Dk

mn, are
weighted with respect to their relative significance in QoS pro-
vision for different service types. The corresponding weighting
values are denoted as wCm, wEm, and wDm, respectively. A set
of weight values Wm = {wCm, wEm, wDm} is assumed to be
given for UE m considering QoS requirements. While a set of
weight values can be different for different services, the sum
of all weights always equals to 1. The context-aware utility
function [10] can be defined as a weighted product of three
QoS parameters as follows.

Ukmn(bkmn,Wm) =
wCmC

k
mn(bkn) · wEm(1− Ekmn)

wDmD
k
mn

. (5)



5) Utility function for multi-connectivity: Whilst the utility
Ukmn in (5) indicates the utility value achievable from the
single connectivity between BS n and UE m, the utility value
will be affected by the multi-connectivity. For the purpose
of increasing data rate, when a UE is connected to multiple
BSs, the different data is transmitted over multiple links
and aggregated. For the reliability enhancement purpose, the
same data is transmitted across multiple links. Then, the first
arriving data is processed whereas the late arriving duplicate
is discarded [8]. In this paper, the utility of UE m achievable
from the multi-connectivity is defined as the sum of utility of
links with BSs n ∈ Am as follows.

Um ,
∑
n∈Am

Umn(bmn,Wm). (6)

III. PROBLEM FORMULATION

The goal of user association and resource allocation strategy
is set to maximize the satisfaction level of QoS requirements
of UEs. The problem can be formulated as follows.

P : max
αmn,δkmn

∑
m≤M

Um
(
αmn, δ

k
mn, bmn,Wm

)
, (7)

s.t. αmnδ
k
mnC

k
mn(bkmn) ≥ C req

m , ∀m ≤M, (8)

Ekmn(αmn, δ
k
mn) ≤ Ereq

m , ∀m ∈M, (9)

Dk
mn(αmn, δ

k
mn) ≤ Dreq

m , ∀m ∈M, (10)

wCm + wEm + wDm = 1, ∀m ∈M. (11)

αmn, δ
k
mn = {0, 1}, ∀m ∈M,∀n ∈ N ,∀k ∈ K, (12)∑

m≤M

δkmn ≤ 1, ∀k ∈ K, (13)∑
m≤M

αmn ≤ qn, ∀n ∈ N , (14)∑
n≤N

αmn ≤ qm, ∀m ∈M, (15)

The objective function in (7) is formulated with the aim to
maximise the sum of the utility value of each UE m. The
constraints in (8)-(10) describe the QoS requirements of UE
m where C req

m , Ereq
m and Dreq

m are the requirements of data rate,
BER, and delay, respectively. Whilst the weight value for each
QoS parameter can be set differently depending on the service
type, (11) refers that the sum of weights equals to 1. In (12),
αmn is a binary allocation indicator where αmn equals to 1
if UE m is associated with BS n, and 0 otherwise. Similarly,
δkmn becomes 1 if subchannel k is selected by BS n for UE m,
and 0 otherwise. The constraint in (13) addresses that BS n
can allocate subchannel k exclusively to one UE. In (14), the
constraint indicates BS n can associate with a limited number
of UEs and qn is the quota value. Since it is assumed that
one subchannel is allocated to each UE, qn becomes equal to
the number of subchannels of BS n. The constraint in (15)
refers to multi-connectivity capability of UE m. In the dual-
connectivity case, qm equals to 2. If UE m is capable of being
associated with only one BS, qm becomes 1.

The problem formulated in (7) can be compared to a 0/1
multiple-knapsack problem with the constraints in (8)-(15).

Similar to the 0/1 multiple-knapsack problem which is a well-
known NP hard combinatorial optimisation problem [13], the
combinatorial nature of the problem in (7) leads to find all
the feasible allocations where its complexity is O(2M×N×K)
[10]. For a large size network with a very large number of BSs,
subchannels, and UEs, the complexity increases exponentially,
thus the optimisation problem becomes intractable. Therefore,
we adopt the matching game theory that can provide low
complexity distributed solutions to the combinatorial problem.
In the next section, the matching based approach is explained.

IV. CONTEXT AWARE RESOURCE ALLOCATION BY USING
MATCHING THEORY

A. The Matching Game Formation

To model the resource allocation approach as a many-to-
many matching game [14], we consider two sets of UEs M
and BSs N as two teams of players with M∩N = φ. The
matching is defined as an assignment of UEs in M to BSs in
N . Since a UE can be assigned to multiple BSs and an BS
can accept multiple UEs, the considered game becomes a type
of a many-to-many matching game. While each player (UEs
and BSs) is assumed to behave independently, this matching
game can operate in a distributed way. In a matching game,
the quota of a player is defined as the maximum number of
players in the opposite team that the player can be matched
to. In our scenario, UE m has a quota qm such that UE
m can be associated with at most qm BSs with the multi-
connectivity capability. In turn, BS n has a quota qn indicating
that BS n can accommodate qn numbers of UEs. In matching
theory, each player tends to seek the most preferred partners
for matching. The outcome of the matching game is a matching
function π and this is defined as the follows.

Definition 1. A many-to-many matching π is defined to
mapping each player m ∈ M to n ∈ N under the following
conditions of the matching π :M∪N =⇒ 2M∪N such that,

1) π(m) ⊆ N such that |π(m)| ≤ qm, ∀m ∈M, ∀n ∈ N ,
2) π(n) ⊆M such that |π(n)| ≤ qn, ∀m,∀n,
3) n ∈ π(m) if and only if m ∈ π(n), ∀m,∀n,

In condition 1) and 2), π(m) and π(n) refer to the set of
player m’s and n’s matched partners, respectively, under the
matching relation π. |π(·)| indicates the cardinality of π(·).
As per (14) and (15), qm and qn is the maximum capacity of
m ∈ M and n ∈ N , respectively. Condition 3) states that if
BS n is matched to UE m, UE m is also matched to BS n,
which is naturally given in a UE-BS association problem. The
matched pair can be denoted as (m,n).

In matching, each player defines its preference over players
in the opposite team. Whilst the preference relation is denoted
as �, the expression m �n m′ implies that UE n prefers to
be associated with BS m rather than BS m′ (where m 6= m′).
A similar notation is used for BSs to indicate their preference.
The level of preference is managed with a preference list as
per Definition 2.



Definition 2. A preference list of m ∈ M or n ∈ N is an
ordered set including all the possible players in the opposite
set N or M. The preference relation in the preference lists
hold the transitive property within the matching game, i.e., if
for n �m n′ and n′ �m n′′, we have n �m n′′, where m is
a player of matching game and n, n′, and n′′ are the subsets
of player in m’s opposite set.

The preference list of m and n are denoted as pm and
pn, respectively. To decide the preference list of UE m, the
expected utility is considered as,

Ūmn = wCmCmn(bn) · wEm(1− Emn). (16)

The expected utility function in (16) includes the data rate
and BER parameters Cmn and Emn with the respective
weight factors wCm an wEm. It indicates the attainable level of
satisfaction of UE m associated with BS n. In its preference
list pm, the preference relation can be expressed as,

n �m n′ ⇔ Ūmn > Ūmn′ , where n 6= n′. (17)

(17) refers that m prefers n to n′ as the expected utility Ūmn
is higher than Ūmn′ .

Similarly, BSs determine their preference on UEs. While
BSs are assumed to prefer to increase the spectral efficiency
to provide communication connectivity, the level of reference
signal receive power (RSRP) based on measurement report
feedback by UEs can be taken into account for deciding BSs’
preference on UEs. In the preference list pn of BS n, the rank
or preference �n is given as,

m �n m′ ⇔ RSRPm > RSRPm′ , where m 6= m′. (18)

In (18), whilst the RSRP level received by UE m is larger
than the RSRP by m′, BS n prefers UE m more than m′ and
these relationships are included in pn.

Our matching game exhibits externalities indicating in-
terdependencies between the players’ preferences. Regarding
the data rate in (1), BER in (3) and the delay in (4), they
could be affected by the channel interference and traffic loads.
The player’s preference depends not only on the information
available at this player, but also on the others’ matchings. Due
to externalities, a player may keep changing its preference
order, in response to the formation of other UE-BS mapping.
Since the matching will never reach a final state, it is important
to handle externalities carefully [14].

A matching is called as ’stable’ if no players obtain any
gains from further changing their matching. A stable matching
would not be blocked by an individual or pair(s) of players,
who mutually prefer each other to their respective partners
[15]. We introduce the concept of blocking pair to describe
BSs’ decision about UE’s proposal and defined as follows.

Definition 3. For a given matching π where n ∈ pm and
m ∈ pn and its pairs (m,n′) and (m′, n), (m,n) is a blocking
pair if n /∈ π(m), and n �m n′ , n /∈ π(m), and m �n m′.

The blocking pair (m,n) is considered only when m and n
have not matched with each other and n is in the preference

list of m and m is in the preference list of n. In addition,
matching of m and n can increase the interest of both m and
n, representing the current matching formation is not optimal.
With the definition of blocking pair, we explain how BSs
decide whether to accept UEs’ proposal. The following three
cases can be considered from BS n.
(A) C̃n(b̃n) ≥ C req

m , m �n φ and n �m n′,
(B) C̃n(b̃n) < C req

m , C̃n +
∑
m′∈An Cm′n(bm′n) ≥ C req

m ,
where m �n m′ and n �m n′,

(C) Umn < Ūmn, n �m n′ and m �n m′ .

In (A), if BS n has residual quota C̃n(b̃n) = Cn(bn) −∑
m′∈An Cm′n(bm′n) enough to accommodate UE m and UE

m prefers BS n over its current association with BS n′, BS n
accepts the proposal from UE m. Due to UEs m′ already being
attached to BS n, the residual quota C̃n(b̃n) of BS n would not
be sufficient to accommodate UE m ∈ pn as mentioned in (B).
Then, BS n rejects the least preferred UE m′ ∈ An and admits
the proposal from m. In (C), a challenge stemming from peer
effects is considered. The matching utility Umn between UE
m and BS n defined in (5) is less than the expected utility
Ūmn in (16). It indicates the performance degradation due
to peer effects. In such case, UE m and BS n deviate from
their current associations and become a matched pair. In our
matching problem, the preference lists of UEs are correlated
with the matching formation of UEs and BSs due to the peer
effects. Hence, the static preference list becomes no longer
appropriate. We consider dynamically updating the preference
lists of UEs according to the matching resulted from each
static matching process. The matching process will be repeated
until all UEs are completely matched or the preference lists of
UEs become empty. To decrease our algorithm’ complexity,
repeated attempts of formerly rejected proposals should be
prevented. To exclude the rejecting BSs from the preference
list of UEs, we introduce the concept of a rejection list. When
n rejects m, n is added into the rejection list of UE m, Rm.

B. The Proposed Algorithm

Our matching based resource allocation algorithm is pre-
sented in Algorithm 1. First, the preference lists pm and pn
of UE m and BS n are calculated. The list of accepted UEs
by BS n, An, the list of BSs accepting UE m, Am and the
rejection list of UE m, Rm are initialised. In the algorithm,
the matching process works by applying successively the
following procedure. At each iteration t, each UE m starts
making proposals to its most preferred BS(s) included in its
preference list pm but not included in the rejection list Rm.
After UE’s proposal, the indices of selected n are deleted from
UE’s preference list pm (lines 6-8). While the proposal from
UE m is received by BS n, BS n considers the proposal only
from m appeared in pn. When BS n has the capability to
accommodate UE m, BS n considers to hold its proposal.
In this case, the quota of UE m, qm is considered. When
the number of BSs which UE m is matched with is less
than qm, BS n holds the proposal from UE m (lines 11-
12). When UE m has already matched with BSs, UE m



Algorithm 1 Matching Based Resource Allocation Algorithm
1: Inputs:

The preference lists pm & pn where m ∈M&n ∈ N .
2: Initialize:
An = {∅},Am = {∅},Rm = {∅}, l← 0

3: Repeat:
4: t← t+ 1
5: while p(t)m 6= ∅ and ∃n ∈ p(t)m do
6: Each m proposes to the most preferred n
7: where n ∈ p(t)m and n /∈ R(t)

m .
8: p

(t)
m ← p

(t)
m \n.

9: if m �n ∅ and C̃n(b̃n) ≥ Creqm then
10: if |A(t)

m | < qm then
11: π(n)(t) ← π(n)(t) ∪m
12: A(t)

n ← A(t)
n ∪m, A(t)

m ← A(t)
m ∪ n,

13: Update p(t)n , C̃
(t)
n (b̃n)

14: else
15: if Ūmn > Umn′ then
16: R(t)

m ← R(t)
m ∪ n′

17: π(n)(t) ← π(n)(t) ∪m
18: A(t)

n′ ← A(t)
n′ \m, A(t)

m ← A(t)
m \n′

19: A(t)
n ← A(t)

n ∪m, A(t)
m ← A(t)

m ∪ n
20: Update p(t)n , p

(t)
n′ , C̃

(t)
n (b̃n)

21: else
22: R(t)

m ← R(t)
m ∪ n

23: Update p(t)n , C̃
(t)
n (b̃n)

24: else
25: for m′ ∈ A(t)

n do
26: if (m,π(n)(t)) �n π(n)(t) then
27: R(t)

m′ ← R(t)
m′ ∪ n

28: π(n)(t) ← π(n)(t) ∪m
29: A(t)

n ← A(t)
n \m′, A(t)

m′ ← A(t)
m′\n,

30: A(t)
n ← A(t)

n ∪m, A(t)
m ← A(t)

m \n,
31: Update p(t)n , p

(t)
m′ , C̃

(t)
n (b̃n)

32: else
33: R(t)

m ← R(t)
m ∪ n

34: Update p(t)n , C̃
(t)
n (b̃n)

35: end while
36: // Calculate matching utilities Umn with A(t)

m and A(t)
n

37: procedure UTILITY FIT RA (R(t)
m , A

(t)
m , A

(t)
n , p

(t)
m , p

(t)
d )

38: C̃n(b̃n)← Cmax
n (bmax

n )−
∑
m∈An Cmn(bmn)

39: while ∃m ∈ A(t)
n and Umn < Ūmn do

40: if |A(t)
m′ | > 1 and m �n m′ ∈ A(t)

n then
41: C tmp

n (btmp
n )← C̃m(b̃m) + Cm′n(bm′n)

42: if C tmp
n (btmp

n ) ≥ C req
n and Umn ≥ Ūmn then

43: Update R(t)
m′ ,A(t)

m′ ,A(t)
n , C̃n(b̃n)

44: else
45: Update R(t)

m

46: end procedure
47: until π(t) 6= π(t−1)

48: Output: π(t)

TABLE I
SIMULATION PARAMETERS

Parameters Values
Layout 100 m x 100 m x 10 m
No. BS & Tx pwr 1 MBS (5 dBm), 2 SBSs (0 dBm)
Thermal noise -174 dBm/Hz
System bandwidth 10 MHz @ 3.5GHz
Height of BS/UE 3m / 1m
No. UEs varying in [20-60], mMTC & uRLLC UEs
UE packet size 50 bytes (uRLLC UEs), 480 bytes (mMTC UEs)
Path Loss LOS: 32.45 + 20 log(d3d) + 20 log(f) +Xσ1 ,

nLOS: 32.45 + 24.7 log(d3d) + 20 log(f) +Xσ2 ,
where σ1 = 3 dB, σ2 = 5.17 dB, d3d ≥ 1m

compares the utility Umn′ of the existing matching π(m,n′)
with the expected matching utility Ūmn of π(m,n) (line 15).
If the expected utility of π(m,n) is higher than the utility
of the prior matching π(m,n′), UE m puts BS n′ into its
rejection list Rm and a new matching π(m,n) is created.
Consequently, BS n′ removes the matching π(m,n′) from its
accepted list An′ and BS n adds the matching π(m,n) to its
accepted list An (lines 16-19). Otherwise, UE m keeps the
existing matches and stores BS n in the rejection list Rm.
If BS n is not capable to accommodate the new proposal
from UE m, n finds any least favourable matching instance
from the accepted list An. If there is any least favourable
matching π(m′, n), BS n rejects and removes the existing
matching π(m′, n) from An and accepts the proposal from
m. Then, the new matching π(m,n) will be created (lines 27-
30). In case that any matching instances are created or rejected,
the corresponding preference lists, rejection lists, and residual
capacity of BS m are updated accordingly (line 13, 20, 23, 31,
and 34). Whilst the proposed algorithm is to solve the problem
in (7) including context-based QoS requirements in (8)-(10),
the utility Umn would be affected by other UE’s matchings.
To manage the effect of externalities, similarly to [10], we
consider the utility fitting procedure ensuring the convergence
and stability of the matching game as presented (lines 37-46).

V. SIMULATION RESULTS

We evaluate the performance of the proposed algorithm via
simulation. Table I shows the configuration parameters. More
parameters about traffic and channel models are found in [16].

First, we compare the average utility values of UEs request-
ing different types of traffic. For the reference scheme (labelled
‘Random’), random allocation which does not consider any
channel and traffic parameters is selected. Fig. 2 shows that
the proposed approach considering channel quality and traffic
specific characteristics can exploit the radio resource more
efficiently by producing higher average utility values.

In Fig. 3 and Fig. 4, BER and delay performance are shown,
respectively. For the reference scheme (labelled ’Reference2’),
the approach considering SINR [15] is chosen. Whilst BER
and delay QoS parameters are important for uRLLC traffics,
it is shown that the proposed approach can support the QoS
of URLLC traffics better than the reference scheme. The BER
values in Fig. 3 can be converted to the BLER values [17].



Fig. 2. Comparison of average utility values

Fig. 3. BER Performance comparison

Then, the BLER values become [0.0291, 0.368, 0.0433] for
the ‘Reference2’ scheme whilst BLER are [0.0362, 0.0468,
0.0585] for the ‘Proposal’ scheme. The proposed scheme
improves the BLER performance by 20-25% compared to the
reference scheme. In terms of delay performance, the proposed
algorithm outperforms the reference approach by around 23-
48% depending on the different numbers of UEs.

VI. CONCLUSIONS

In this paper, investigations into resource allocation support-
ing multi-connectivity for heterogeneous traffic was provided.
Whilst multiple QoS parameters are integrated in a utility
function, two-sided many-to-many matching game approach is
adopted in the proposed algorithm. By the simulation results,
the proposed algorithm is shown to improves QoS level of UEs
by up to 14.9% considering their achieved service require-
ments even. In future research, we will consider the effect of
non-ideal backhaul on the performance, especially throughput
and delay. In addition, more comprehensive analysis using the
system level simulations will be conducted.
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