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Abstract—Recent studies show edge computing-based road
anomaly detection systems which may also conduct data collec-
tion simultaneously. However, the edge computers will have small
data storage but we need to store the collected audio samples for
a long time in order to update existing models or develop a
novel method. Therefore, we should consider an approach for
efficient storage management methods while preserving high-
fidelity audio. A hardware-perspective approach, such as using
a low-resolution microphone, is an intuitive way to reduce file
size but is not recommended because it fundamentally cuts off
high-frequency components. On the other hand, a computational
file compression approach that encodes collected high-resolution
audio into a compact code should be recommended because
it also provides a corresponding decoding method. Motivated
by this, we propose a way of simple yet effective pre-trained
autoencoder-based data compression method. The pre-trained
autoencoder is trained for the purpose of audio super-resolution
so it can be utilized to encode or decode any arbitrary sam-
pling rate. Moreover, it will reduce the communication cost
for data transmission from the edge to the central server. Via
the comparative experiments, we confirm that the zero-shot
audio compression and decompression highly preserve anomaly
detection performance while enhancing storage and transmission
efficiency.

Index Terms—anomaly detection, data compression, edge com-
puting, storage management, transmission efficiency

I. INTRODUCTION

Knowing road conditions is an effective way to prevent
traffic accidents [1]. Most of the road hazards are highly
related to icy or wet roads which reduce the friction between
the road and tires. When considering a vision sensor-based
road anomaly detection system [2]–[5], inclement weather will
make occlusion on the camera which makes it difficult for
understanding road conditions [6], [7]. Moreover, intensity-
changing situations such as at night also make it difficult to
determine road conditions.

As an approach to solving these problems, an audio-based
anomaly detection approach has been developed. The audio-
based system receives information from the medium wave in
the air, so it shows a better response-ability than the occlusion
situation of the vision sensor. In addition, sound can be
properly transmitted even at night time, an audio-based system
is recommended for this situation.
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Fig. 1. Proposed scheme of edge storage management system for road
anomaly detection. An edge computer (a) that has a small storage space is
installed on the habitual freezing section (b). A proposed method for saving
as much data as possible in the limited storage space is shown in (c). Among
the pre-trained encoder-decoder, the encoder and decoder are deployed on the
edge and central computer respectively. Encoder on edge computer encodes
the collected high-resolution audio into latent code Z and the saved Zs are
transmitted to the central server at regular intervals. The central server decodes
the received latent codes for original high-resolution audio.

Even in the case of successful anomaly detection as above,
continuous updating of the anomaly detection model is re-
quired considering that target environments are continuously
aging [8]. For this, we need high-quality large data to update
the neural network-based anomaly detection model. We have
installed edge computers on the road for anomaly detection,
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which has limited resources such as storage. Considering
the above, we have a limitation to keep audio data for the
long term. The above limitation can be partially mitigated
by transmitting the audio to large central storage in time,
but in this case, enormous data transmission costs will be
incurred [9]. Also, we can lower the quality of the audio
collected from high fidelity (Hi-Fi) to low fidelity (Lo-Fi) to
reduce the file size for each audio, but this is not recommended
as it leads to fundamental information loss.

Motivated by this, we propose a storage management
method that can keep as much data as possible in the edge
computer for a long time in limited storage space while min-
imizing the cost of the data transmission into a central server.
Our method is based on zero-shot encoding and decoding
using a pre-trained audio super-resolution (ASR) model [10]–
[12]. Referring ASR models can convert input audio to high-
resolution, so they can handle arbitrary resolution inputs that
are lower than the target resolution they are trained on.

The overall scheme of our proposal is shown in Fig 1.
The edge computer continuously collects data and determines
whether the situation is abnormal or not through a microphone
facing the road. Basically, collected audio is stored in the
original resolution, but it is saved after being converted into
a latent vector by an encoder of pre-trained ASR. The latent
vectors, stored in edge storage, are sent to the central server
at regular intervals or the storage space fills up to a certain
level. Then, at the central computer, they are restored to audio
form by a decoder paired with the above encoder [9]. At this
time, even if the resolution of the collected sound sources is
different, it is characterized by being restored to a similar Hi-Fi
quality by the decoder of the central server. The restored audio
data is used for the purpose of developing a novel anomaly
detection model or updating existing models.

To verify the proposed method, we collected data from
three roads with different characteristics. The audio is basically
collected at 44,100 Hz. For the purpose of saving storage space
experiments in which downsampling is applied to assume a
situation in which a microphone such as 11,025 Hz, and our
zero-shot audio encoding method are also covered.

Overall, our contributions are summarized below:
• When downsampling is applied, high-frequency informa-

tion loss occurs, confirming that hinders precise anomaly
detection. Our approach, zero-shot encoding and decod-
ing minimize information loss and preserves anomaly
detection performance at an appropriate level while max-
imizing storage efficiency.

• We show that there is no need to train new models to en-
code and decode for our domain, road noise. Our example
deals with road anomaly detection as a target, but our
method can also be extended to another edge computer-
based data collection approaches in other domains.

II. RELATED WORKS

A. Road condition identification

To identify abnormal situations on the road such as road
bumps, cracks, or potholes, methods based on vision sensors

(a) Tunnel (b) City (c) Outer

Fig. 2. Three data collection sites. Each has different road characteristics. The
tunnel, shown in (a) has sound reverberation, and the city, (b), has irregular
reflection by facilities. In the case of the outer road, (c), there is no sound
reflection almost.

have been proposed [2]–[5]. However, since the abnormal
situation on the road is highly related to bad weather, and
bad weather can obscure the view of the camera [6], [7], a
vision sensor-based approach will show constrained detection
performance. Some approaches using motion or gyroscope
sensors rather than a vision sensor can partially ease the above
problem but it shows unstable performance that highly depends
on pre-defined settings [13], [14]. An audio-based anomaly
detection method has been proposed as a way to overcome
the problem of invisible situations to make decisions in bad
weather or night situations [1], [15].

To construct a reliable road anomaly detection system in
outdoor environments, we inherit the above approach from
prior research to take advantage of audio-based road anomaly
detection.

B. Data compression

The most intuitive way to maximize data storage efficiency
is to collect data at a lower resolution. However, when we
need to create a high-quality anomaly detection model, we
also need high-resolution data [16].

The computational approach which collects high-resolution
data and encodes it into lower dimensions can be considered
other than the above [9], [17]. When the encoding method
is provided with a paired decoding method, we can easily
compress the data into small sizes and decompress them into
the original resolution. In this case, some information loss
may occur in the process of encoding and decoding, but it
is recommended as an alternative to hardware-based capacity-
saving methods that block information fundamentally.

An artificial neural network-based encoder-decoder (ED)
shows better reconstruction performance than traditional meth-
ods [18], [19]. In particular, a model trained for super-
resolution (SR) purposes is useful as a method to help roughly
estimate the high-frequency region of data collected at lower
resolution [10]–[12].

We propose a storage space management method based
on zero-shot encoding decoding using the pre-trained ED for
SR purposes, considering that the resolution of audio sensors
installed in each region may be different.



III. APPROACH

A. Overview

The overall of our proposal is shown in Fig. 1. which is
an encoding and decoding system for storing as much audio
data as possible in an edge computer. We separate pre-trained
ED into each component encoder and decoder. Then, we
locate each of the above on the edge and central computers
respectively. Our approach only uses a single encoder and
decoder pair rather than having each model for each different
road environment as shown in Fig. 2. This is dubbed as a
zero-shot inference that can eliminate the hassle of preparing
models to reflect the surrounding environment of countless
sensors installed at outdoor points.

B. Audio super-resolution

For data compression, we utilize a pre-trained ASR model,
EnCodec [12], which is constructed with an encoder and
decoder. The sensors installed at each site to perform the road
anomaly detection that we will cover may include expensive
high-resolution microphones or low-resolution microphones,
depending on the management budget of the local government.
The advantage of using the ASR model is that the input
data can be converted into high-resolution data regardless of
the input resolution. This allows audio data collected from
microphones of arbitrary resolutions as aforementioned can
be integrated into Hi-Fi audio.

Any ASR model can be employed for the encoding and
decoding process, but a structure in which the encoder and
decoder can be used separately is recommended. A method
of performing information augmentation in a feature map or
latent vector stage may rather increase the capacity of encoded
data [10], so it should be avoided.

C. Zero-shot encoding and decoding

It is difficult to obtain a pre-trained ASR model on the
road noise domain because the audio corresponding to the
friction noise between the tire and the road surface, which we
deal with, is not commonly used data. In addition, the number
of sensors installed on the roads we deal with is numerous
and their characteristics are highly diverse, so it takes a huge
amount of time and cost to build a model while guaranteeing
the generalization ability.

As a way to easily overcome these methods, we adopt a
zero-shot inference that utilizes a highly generalized ASR
model which pre-learned with a wide range of audio data
including general audio, speech, and music. Following the
above, we propose a method to separate the encoder of the pre-
trained ASR model, place it on the edge computer and encode
all the collected data. The encoded data will be transmitted o
the central computer and decoded.

IV. EXPERIMENTS

A. Dataset

To validate the zero-shot inference-based method, we should
deal with varied data from different road environments.

TABLE I
SUMMARY OF THE DATASET ACQUIRED FROM THE THREE DIFFERENT

LOCATIONS, IN NUMBER OF AUDIO (NUMBER OF DRIVING EVENTS) FORM.
EACH AUDIO IS A 10-MINUTE LENGTH AND 10-SECOND LENGTH DRIVING

EVENTS ARE EXTRACTED FROM THE AUDIO.

Post Normal Abnormal
Dry Wet Slush Snow

Tunnel 10 (384) 10 (21) 4 (7) - -
City 10 (804) 10 (529) 2 (11) - -
Outer 10 (1,153) 9 (1,032) 10 (76) 3 (5)
Total 30 (2,341) 29 (1,582) 16 (94) 3 (5)

TABLE II
MEASURED FILE SIZE OF ONE-SECOND LENGTH AUDIO DATA FOR EACH

FILE MANAGEMENT SETTING

Source Hi-Fi Lo-Fi ASR
Frequency f44 [15] f22 f11 f44

File size 173 KiB 87 KiB 44 KiB 5 KiB
Ratiosize ↓ 1.000 0.503 0.254 0.029

Among the collectible road points, we selectively use three
points with significantly different environmental characteristics
as shown in Fig. 2. We have collected the audio samples for
four weather conditions at three locations as summarized in
Table I.

B. Zero-shot compression

Referring to our purpose, maximizing data compression, it
is important to minimize the restoration error as well as the
compression capacity of the data. Note that, we abbreviate
44,100 Hz, 22,050 Hz, and 11,025 Hz as f44, f22, and f11
respectively. The f22 and f11 in Fig. 3 show the fundamental
loss of high-frequency components compared to f44 which the
sampling rate is set as low to reduce the file size. Therefore,
it should be avoided to set the low sampling rate with a
hardware-based approach, and a method of collecting and
compressing Hi-Fi data needs to be used in a computational
approach.

When applying a pre-trained ASR model for audio com-
pression and decompression, it shows not only preserving
high-frequency components but also less information loss than
the hardware-based approach as shown in f̂44 in Fig. 3 and
Table II.

Through this experiment, we confirm that the data compres-
sion method based on the ASR model can increase the total
amount of samples saved in an edge computer by 34.6× while
minimizing information loss. This means that the cost of data
transmission can also be 34.6× reduced.

C. Anomaly detection

We simulate the compressed data collecting situation by
the zero-shot encoding method in the central computer to
check whether an anomaly detection model can perform at
the appropriate level when it is trained with the decompressed
dataset. It is clear that zero-shot encoding is a method that
can minimize information loss while maximizing compression
rate compared to others, but considering that there is a slight
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Fig. 3. Results of encoding and decoding for each audio input X with
EnCodec [12]. Each encoding and decoding is abbreviated as E and D.

difference from the original, we can estimate that anomaly
detection performance may also be decreased. Considering
this, the method with the least performance degradation can
be considered as the optimal method.

For the experiments, we downsample each audio by 2 and
4 scales to simulate the same Hi-Fi data as collected at Lo-Fi
conditions. Note that, the resolution of the original audio is
44,100 Hz, resolution for each downsampled audio is 22,050
Hz and 11,025 Hz respectively. Also, the compressed and
decompressed audio data are used to verify the ASR case. The
measured anomaly detection performance with the area under
the receiver operating characteristic curve (AUROC) [20] is
summarized in Table III. In the case of using ASR, the average
performance decreased to 92%-level compared to the original
Hi-Fi audio case. However, we confirm that the anomaly
detection performance of our method is more compliant than
Lo-Fi.

TABLE III
ANOMALY DETECTION PERFORMANCE AT EACH AUDIO FREQUENCY.

Source Hi-Fi Lo-Fi ASR
Frequency f44 [15] f22 f11 f44

Tunnel 0.963 0.961 0.957 0.967
City 0.871 0.752 0.794 0.831
Outer 1.000 0.841 0.818 0.847
Merge 0.915 0.803 0.791 0.812
Average 0.937 0.839 0.840 0.864
RatioAUROC ↑ 1.000 0.895 0.896 0.922

TABLE IV
RECONSTRUCTION ERROR, MEAN SQUARED ERROR (MSE), FOR EACH

SOURCE AUDIO FREQUENCY.

Frequency f44 f22 f11

MSE(f, f̂) 71.07297 71.07244 71.07209

D. Resolution integration

We verify that it can be integrated into equal-level of high-
resolution audio through the encoding and decoding process
when the resolution (sampling rate) of the collected audio is
different. If this premise is satisfied, it can guarantee that the
proposed data compression and restoration framework via the
ASR model works properly no matter which audio resolution.

If the data collected at low-resolution can be converted into
high-resolution, it can be helpful to build a high-performance
anomaly detection model considering the case where low-
cost and low-resolution microphones are inevitably installed
according to the budget. When the three samples, assuming
original high-resolution data and low-resolution data, are up-
sampled through the ASR model, they show almost the same
difference from the original as summarized in Table IV. Thus,
we confirm that data of arbitrary resolution can be integrated
into high-quality audio at the central server.

V. CONCLUSION

We propose a method based on the pre-trained ASR model
for storing as many audio samples as possible in an edge com-
puter with limited storage capacity installed for the purpose
of road anomaly detection. Our method shows that adequate
performance can be obtained by using only one generalized
encoder-decoder pair instead of each encoder-decoder corre-
sponding to each post or type of road with high environmental
diversity. Each audio is highly compressed from its original
size of 173 KiB per second to 5 KiB, showing that it can store
up to 34.6× as many audio samples. In addition, even if an
anomaly detection model is trained by collecting compressed
audio samples at the central computer, an appropriate level
can be achieved. Some degradation of the anomaly detection
performance is caused by a slight information loss during
the encoding and decoding process but there is room for
improvement via proper encoder-decoder pairs. In future work,
we plan to explore the encoder-decoder model with better
generalization ability or trained on the road noise domain as
a way to construct more stable systems.
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