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Abstract—An accurate channel estimation is crucial for the @
novel time domain synchronous orthogonal frequency-divien -
multiplexing (TDS-OFDM) scheme in which pseudo noise (PN) Definition: \\\\ PN sequence 1 %
sequences serve as both guard intervals (Gl) for OFDM data - N
symbols and training sequences for synchronization/charei < Nore N Npost™]

estimation. This paper studies the channel estimation metid
based on the cross-correlation of PN sequences. A theorstlc

analysis of this estimator is conducted and several improve ) NN ‘

estimators are then proposed to reduce the estimation errofloor Equivalent: \\\Cﬁ /// PN sequence 2
encountered by the PN-correlation-based estimator. It is lsown . N

through mathematical derivations and simulations that thenew Nee > N >
estimators approach or even achieve the Crag@r-Rao bound. v

Fig. 1. Structure of the GI specified in the DTMB standard.
I. INTRODUCTION

In the recently proposed time domain synchronous orthogo-
nal frequency-division multiplexing (TDS-OFDM) scherhg, [1
the classical cyclic prefix (CP) conventionally used in OFD
is replaced by a known pseudo noise sequence (simply ter

In this paper, we investigate the performance of the PN-
I\ﬁorrelation-based channel estimator, and, more impdytant
npkgrose several improved estimators that reduce or even eli

as PN hereafter) which is reused as training sequence te the estimation error floor resulting from the inteefere

channel estimation and synchronization. Consequentl)S-TDterm_ issuet_j from the PN correlation function. In the_ follpg/,i
OFDM combines the guard interval (GI) and the trainin _ectlon I mtro_duces the_PN _baSEd channel estimation and
symbols and does not need any additional pilots in the fr Wes a.theorenf:al analysis O.f its performance. In sedtipn .
quency domain, thereby achieving a higher spectral efﬁ:@ient ree d.|fferent improved estimators are pro_posed. anq their
than CP-OFDM. TDS-OFDM has been adopted by the noJequeCtlve mean square errors (MS.E) are derived. F.|nh§y,.t
Chinese digital television broadcasting standard—DTMB [2 performance is compared n section IV through simulations
In TDS-OFDM, a channel estimate is needed to separate e’ different channel conditions.
PN from the OFDM data part at the receiver. Its accuracy is ||. PN-CORRELATION-BASED CHANNEL ESTIMATOR
crucial for the demodulation process to avoid any residdal P
: . . . A. System Model
components in the received signal. Hence, channel estimati
plays a prominent part in TDS-OFDM performance and needs!/n the DTMB system, the-length GI consists of anV-
to be carefully studied[ ]3] investigates several chanstir@- length m-sequence as well as its pre- and post- circular
tion techniques based on known sequences but did not expfftensions[[2]. Since any circular shift of an m-sequence is
the property of the PN[[1] uses the cross-correlation tesultself an m-sequencel[7], the Gl can also be treated as anothe
of the transmitted and received PNs as the channel estimadédength m-sequence, denoted py= [p1, ps, . .., pn]" with
ignoring the fact that the correlation of the PN is not &)" standing for the matrix transpose, and &g-length CP.
perfect impulse function, which introduces mutual intesfece  That is, if this CP is longer than the channel delay spread,
between different channel paths in the estimation resuit. 1€ CP absorbs the channel time dispersions andvitiength
overcome this problem[[4] suggests to remove interferendesequence is ISI-free. The received PN can be written as:
components of several strongest paths dnid [5] proposes to d=Hp+w=Ph+w L
iteratively detect the significant paths in the correlatiesults. ’
Both of them did not thoroughly eliminate the interferenceshered = [dy,da,...,dn]T, W = [wi, w2, ..., wx]T and
lying in the PN correlation. Finallyl [6] proposes a least@®g h = [hy, ho,...,hr,0,...,0]" are the received PN, additive
(LS) channel estimator based on the property of maximuwhite Gaussian noise (AWGN), and channel impulse response
length sequence (m-sequence). This solution however givegCIR), respectively. The channel is modeled asI&horder
suboptimal performance as explained in the sequel. finite impulse response (FIR) filter with? = E[|hl|2] the
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average power of thé™ channel tap. The power of theconcretely, the interference is computed as:

channel paths is normalized such thgl-, o? = 1. H n_
and P are the N x N circulant matrices with first rows (_Q_ 'NZA(Q_ Isz) . . _
[h1107"'107hL7'--7h2] and [plapNapN—la"'apQ]! reSpeC- (1_(;1) (1_();\?2_&1) (1_(!]\1]12_&1)
tively. The second equality i }(1) uses the commutativity of (1—a?-a2) (1-ad) (1—a2 —a?)
the convolution. Nz Nz Nz
_ 2:7 2 _ 2:7 2 ' 7: 2
B. PN Correlation-based Estimator (Uoogran) U-epter) | Uogu) ©)
1
Channel estimation can be simply obtained by performing N?
time domain correlation of transmitted and received PN se- : : : )
guences. Recall the circular autocorrelation propertyhef t #_

m-sequence [7] Therefore, the MSE of the estimator is finally:

2

N
1 . 1 n=20 o, N-1
R(TL) - N mep[m+n]N _{ _% 0O<n<N (2) Ef = N + N3 . (7)

_ . Eventually, the first term of the MSE expression is propoio
where (-)* is the conjugate of complex number andy to the noise variance, while the second term is only detezchin
denotes modulav operation. When the PN is sufficientlypy the length of the PN. In other words, it produces an

long, i.e.,—% ~ 0, the autocorrelation function approachegstimation error floor with an MSE level ofN — 1)/N3.

the Kroneckerdelta function. The CIR can be extracted fronThis error floor appears whefiV —1)/N? > o2 /N, i.e.,
the received PN using this delta function. The estimator is:SNR(dB) > 10log,, (N2?/(N — 1)). For example, the error

o 1 1 floor appears when the SNR is greater tHahl dB and

h=—Cd= —CPh+ —Cw, (3) 27.1 dB, given the255-length and511-length PNs specified

N N N in [2], respectively.
whereC = P* is an N x N circulant matrix with first row  The Cramér-Rao bound of training sequence based channel
[pl,pz, . 7pN} and represents the circular correlation of thgstimation with a length equal to the training sequencglis [8
PN. (:)* is the Hermitian transpose. Using the correlation o2 o2
property [2), it yields: MSE 2 -+Tr (P"P)7!) = N—ivjl' (8)
Comparing[¥) and{8), it can be found that the correlation
based estimator approaches the Cramér-Rao bound at low
SNR (i.e.0? is large), but suffers an estimation error floor at
Q= NCP = : — : . (4) high SNR. Therefore, we go in for some improved estimators
' 1 aiming at reducing this error floor.

m=1

2|-z|~

.1
"N N
B 1. 1 MPROVED ESTIMATORS WITH REDUCED ERROR
The estimation error i€; = h—h = (Q —Iy)h + %CW, FLOOR
wherely is an N x N identity matrix. Assuming that the i o .
channel taps are uncorrelated, the MSE of the estimate is:A' Method 1. Multiplying by Inverse of Matrig
From the analysis in the last section, the estimation error
1 H floor comes from the fact tha® is not a perfect identity
= _Tr (E[g-€7
RN ( [Shgh}) . matrix. Therefore, a straightforward solution is to penfioa
= —Tr(E[Q—=1 Mhh™ O —1 D) — Tr (E [cwwH CH linear transformatioti2 such thaf2Q = | . SinceQ is known
N ( [(Q NhQ-1) D J\;3 ( [ ]) and always full rank for a given m-sequen&®,= Q'. A
1 a i is obtained by left multiplying the corretati
——T — A — H + Zwmy CCH , 5 new eStIm.atOI‘ IS O Yy plying
N (Q-1W)AQ—1n)7) N3 r( ) ®) based estimatof¥3) b@ ':

interference noise R _ 1
hy =Q 'h=h+ —-Q 'Cw, 9)
whereTr(-) is the trace of a matrixA is a diagonal matrix N
of size N whose firstL elements of the main diagonal iswhich leads to an LS estimator that is in some extend sinolar t
[03,03,...,07], and the rest elements are @8. The estima- that proposed ir{6]. The estimation errogis = Lo 'cw.
tion error is composed of two parts: the interference ramult The MSE of the estimator is:

from the correlation of PN sequences and the noise. It can 1 "

be found that the interference comes from the contributions Sha = NTY (E [5,;] ﬁlD

of the off-diagonal elements i@ and vanishes iQ = |y. o2 B B o2 B

The estimator is asymptotically unbiased As— oc. More = sl (Q 'cc™(Q I)H) =32 (Q71).(0)



As Q is a circulant matrix and all its elements are known for a When the channel lengtl. is known, the Cramér-Rao
given m-sequence, its inverse is easily obtained and does bound of a training sequence based channel estimation is

need complex computations [9]: computed by replacing matri® by P = PT% in (8):
a b --- b o (N —L+2)d?
MSE>"“Tr((P"P 17
. b a -+ b ~ L (( ) ) N24+2N - NL—-L+1° (7)
Q= Do (11) This demonstrates that the proposed estimafdr (15) achieve
o the Cramér-Rao bound.
b b a
where C. Method 3: Subtracting Interference
ﬂ’ and b = L Another improved estimator can be obtainedsptracting
N+1 N+1 the contribution of the interference from the correlattmased
Replacing[(1l) into[{10), the MSE becomes: estimator.
952 More precisely, suppose the CIR lendths known, we can
G T N _:1. (12) rewrite the truncated CIR estimafe13) as:
Comparing [(IR) and{7), it can be found that the estimation h=h+Ah+ %TCW, (18)

error floor is removed by left multiplying by ~!. In the
meantime, the MSE is however approx|mate|y tWICE as muwhereA is the L x L matrix that contains all the off- dlagonal
as the Cramér-Rao bound due to a noise power increase. €lements ofQ and the main diagonal elements Af are('s,
h is the L-length vector of the real CIR. Considering that
B. Method 2: Multiplying by Inverse of Truncated Mat® A is known for a given m-sequence, we propose to use the
Suppose the length of the CIR is perfectly known, the estimatech to reduce the interference. An estimator is thus:
estimate[(B) is truncated tb-length. The estimator becomes: hs—h_AR—h_ Ah+ %TCW B %ATCW, (19)

~ - = 1
h=Th=Qh+ NTCW, (13) where
whereh is the L-length vector of the real CIRT is anL x N 2\,}1 2\722 : §\722
matrix whose leftL x L. submatrix is an identity matrix and - 1\722 Ngl NQQ
rest parts are all’s, which represents deleting the lat— L A=AA= (20)
elements of anV-length vector.Q £ TQT” isanL x L P S S
circulant matrix that contains the firét rows andZ columns N NT T N?
of matrix Q and is still full rank. Similarly toII]B)1 we can left The estimation error iy, = —Ah + +TCw — L ATCw.
multiply estimator [(IB) by the inverse matrfy = to obtain: Recalling thatQ = L TCCHTH, the MSE of the estimate is:
~—1p ~—1
= h=h+ — TCw. 14 _ 1 H
Q NQ (14) Ehy = 7T (E[ﬁﬁgéag])
This new estimator is still unbiased. The related estinmatio Loz 2y, 022 ~ = ~H —
error is§;, = %QflTCW which leads to an MSE given by: - ZTr AA(A) "‘W(Q"‘AQA —2R{QA }) (21)
o lT REle. ¢ whereA is an L x L diagonal matrix with diagonal elements
€hy = 71T [€h2 o) 2 2 2 ;
v L [af,a3,...,a7], ®{-} standing for the real part of a complex
w number. The first term of the MSE expression is:
N (Q Q™ ) - LNTr( ) (15) - P
- AA(A) =
The inverse matriXQ  is the L x L circulant matrix with a a2 E=D? 2 @o2)? w- 22 o2 (=2
Lo 17 NE L NA
similar form as[(Ill). The elementsandb are replaced by o2 e 2 (L 1) 2 (L_2)
TNT T eemr ot etarTE
a = 1+ L1 and )
N2+2N_NL_L+1’ 2(L—’2)2+ 2 (L— 2)+V+2(L 1)2
- N A1 N2 (o5 [
= 2 ‘ (22)
N2+4+2N - NL-L+1
The MSE of the estimation is finally: The third term of the MSE expression is:
N—-L+2 5 o2 ~ ~n (L—1)(N—L+2)o2
;o= . 16 —AQA" = 3 23
“he T NZ{ON-NL-L+1" (16) N AR N4 (23)

Comparing [IR) and(16), it can be found that the estimation The fourth term of the MSE expression is:
MSE is reduced thanks to the truncation process. In the _ _
. o n_ (L—1)og,
extreme case whelN = L, the estimator{{Z4) turns t§](9). NOA =——7m b (24)
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Fig. 2. MSE performance of different estimators with= 420, N = 255,  Fig. 3. MSE performance of different estimators with= 945, N = 511,
Ngp = 165 in the TU-6 channel. N = 434 in the TU-6 channel.
TABLE | TABLE 1l
COMPLEXITIES OF THEPN-BASED CHANNEL ESTIMATION METHODS PROFILE OF THETU-6 AND HT CHANNELS
_ : Channel || Tap1| Tap2| Tap3| Tap4| Tap5| Tapf|
Estimator || Complexity |
o) U | Delay @ws) 0 02 (05 [16 | 23 [ 50
. . . or
Circular correlation-based estimat@i (3) O(N-log N) Power (dB) || -3 0 -5 -6 -8 -10
Multiplying matrix inverse N-length [9) O(N?) HT Delay (us) 0 02 | 04 | 06 15.0] 17.2
Multiplying matrix inverseL-length [1%) O(L3?) Power (dB) || 0 2 4 ! -6 -12
Subtracting interferencgé _(fL9) O(L?)

stored]. The matrix multiplication need®/? multiplications
Eventually, putting[(22) [(23) and (P4) intb {21) yields:  and N x (V — 1) additions. Therefore, the additional com-
N34+ (L—1)2-L—-N) , (L—1)(L*-3L+3) plexity is O(N?2). In the meantime, the matrix multiplication
Chy = N4 Oyt NAT - can be carried out in a reduced lendthas done in estimator
(25) (@3). For the same reason as in the pervious situation, the
Comparing [(26) with [[7), in low SNR region, the MSEcomputation ofQ ' does not need any additional effort. The
approaches the Cramér-Rao bound, while, in high SNR regi@rresponding additional complexity is therefore reduted
the estimat2ion error floor is reduced by a ratio of approx{(r2). For the estimatof{19), the refinement of each channel
mately (£)". tap needsf — 1) additions. That isL x (L — 1) additions are
required for the whole CIR estimate, which corresponds to a

_ _ computational complexity o©(L?).
In order to compare the computational complexity of each

estimation method, we investigate the required basic oper- V. SIMULATION RESULTS
ations, i.e. multiplication, additions and FFT's etc. ®ll  The simulation parameters are selected according to the
shows the complexity of the basic correlation-based estimaspecifications of the DTMB standard] [2] where the sampling
@) and the additional complexities required by the imptbveperiod is1/7.56 us. The PN sequences are generated using
methods[(P),[(14) and (19). the maximal linear feedback shift registers specified by the
The N-length circular convolution taked multiplications standard as well. The Typical Urban with six paths (TU-6) and
and N —1 additions for each delay. That 1§ multiplications Hilly Terrain (HT) channels specified i [10] are used in the
and N x (N — 1) additions for anN-length CIR estimate. evaluation. The power delay profiles of the two channels are
Therefore, the complexity of the circular correlationd@gs- given in Tablell. The maximum delays of the TU-6 channel
timator [3) isO(IV?). Considering that the circular convolutionand HT channel are bs and 17.2:s which correspond t =
can also be computed by using the FFT, the computatioal and L = 130 samples of the DTMB system, respectively.

complexity can be reduced 6(N - log N). The performance of the different estimators is investigate
As far as the improved estimators are concerned, additional
. . . . 1 . —1 .
complexmes are needed by the estimation refinement psoces In fact, the ma_tnxQ is quite structured_. '_I'here are only two values —
For inst in th timatéi (9) the mat@‘l depends onl diagonal and off-diagonal elements. Hence, it is not necgs® store all the
orins a_nce' Inthe est Qf ’ X p Y elements of the matrix. Instead, it is smarter to record e values only.
on the given PN sequence and can thus be pre-computed aidcost of the storage is therefore negligible.

IV. COMPLEXITY ANALYSIS



E - — correlation-based, simulation 3 _|--— correlation-based, simulation
-S <> correlation-based, theoretical [ <{> correlation-based, theoretical
5 h'~.. - - - — improved method 1, simulation L " |=-- - improved method 1, simulation
10 /A improved method 1, theoretical A\ improved method 1, theoreticall|
—— improved method 2, simulation - |—— improved method 2, simulation
O improved method 2, theoretical O improved method 2, theoretical
10* & — — improved method 3, simulation L _|= = improved method 3, simulation ||
O improved method 3, theoretical E O improved method 3, theoretical
------ [ - |------ Cramer-Rao bound
% o % ot . . T ;
E 10 E B 8 -
= = E S A i
3 e s d i
10° £ 10° B :
E 3\\\.?_ ;
o * e
N
N
107 107 : ;\ A
E : : \z
10-8 " 1 " 1 " 1 n 1 n 1 " 1 " 1 " 1 " 10—3 [ 1 1 1 1 1 1 I 1 1
5 10 15 20 25 30 35 40 45 50 5 10 15 20 25 30 35 40 45 50
SNR (dB) SNR (dB)
Fig. 4. MSE performance of different estimators with= 420, N = 255, Fig. 5. MSE performance of different estimators with= 945, N = 511,
Ngp = 165 in the HT channel. Nep = 434 in the HT channel.

with different PN lengths and channels as shown from Figre2 VI CON_C'-US'_ON _

to Figure[®. Results are obtained from 1000 realizations ofln this paper, we have investigated the PN-correlation-
each channel. The correlation-based estimator correspiondbased channel estimator for TDS-OFDM. Aiming at reducing
the classical approach found in the literature [1] whileepsh the estimation error floor encountered by the classical PN-
are the improved versions introduced in secfioh Ill.A, B aneorrelation-based estimator, we have proposed three iragro
C. From the figures, we can have the following observatiorgstimators which exploit the correlation property of the m-

1. Methods‘improved method ' and ‘improved method 2 com- Sequence and the knowledge of the channel length. It has been
pletely eliminate the estimation error floor, while methoghown through mathematical derivations and simulatioas th
‘improved method 3' reduces the error floor when the channefh® néw proposed estimators approaches or even achieve the
delay spread is shorter than the PN lengMultiplying the Crameér-Rao bound.
basicI Ii’_N-corr(teI_ation-basedt estima;ortl?é/ trlgtz invetr§e®;)*1:.the ACKNOWLEDGMENT
correlation matrix can create a perfect identity matrix ehi .
leads to estimators free of estimation error floor. This can b T_het ?Ewgli“;vso,,u]ld I_|tke o thatnkf :E_e Eur(k)pean CELTIC
seen from the performance @hproved method 1' and‘improved projec or its support of this work.
method 2'. On the other hand‘improved method 3' subtracts REFERENCES
the interference components using the CIR estl_mates._ It 3P J. wang, Z. Yang, C. Pan, J. Song, and L. Yang, “Iteratiaiding
proaches the Cramér-Rao bound in low SNR region, while the  subtraction of the PN sequence for the TDS-OFDM over brastdca

estimation error floor is reduced by a ratio of approximately, ghannels1EEE Trans. Consum. Electraruol. 53, no. 4, p. 1148, 2005.
L\2 . . . . . . raming Structure, annel Coding an odulation Tagi elevi-
(N) in hlgh SNR region. It indicates that the reduction is sion Terrestrial Broadcasting System,” Chinese Natiotah&ard, 2006.
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compared to the PN length. For instance, comparing [Hig. 2 'Ifé é:gvély tif??a-varying fhtéti\?nlelil;irst-ogief Oflsézciﬂsdz-ﬁfgﬁggstics?"
and Fig.[#,‘improved method 3' obtains more improvement in &4] INALITOCESS. TEIWOL S - = PP 2o '

. . B. Song, L. Gui, Y. Guan, and W. Zhang, “On channel estiorat
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I. INTRODUCTION

In the recently proposed time domain synchronous orthogo-
nal frequency-division multiplexing (TDS-OFDM) schen®, [
the classical cyclic prefix (CP) conventionally used in OFD
is replaced by a known pseudo noise sequence (simply ter

In this paper, we investigate the performance of the PN-
I\ﬁorrelation-based channel estimator, and, more impdytant
npLgrose several improved estimators that reduce or even eli

as PN hereafter) which is reused as training sequence te the estimation error floor resulting from the inteefere

channel estimation and synchronization. Consequentl)S-TDterm_ issuet_j from the PN correlation function. In the_ follpg/,i
OFDM combines the guard interval (GI) and the trainin _ectlon Il mtro_duces the_PN pased channel estimation and
symbols and does not need any additional pilots in the fr ves a.theorenf:al analysis O.f its performance. In sedibn .
quency domain, thereby achieving a higher spectral efﬁ:@ient ree d.|fferent improved estimators are pro_posed. anq their
than CP-OFDM. TDS-OFDM has been adopted by the nov&spective mean square errors (MS.E) are derived. F.|nh§y,.t
Chinese digital television broadcasting standard—-DTNB [ performance is compared n section IV through simulations
In TDS-OFDM, a channel estimate is needed to separate e’ different channel conditions.
PN from the OFDM data part at the receiver. Its accuracy is ||. PN-CORRELATION-BASED CHANNEL ESTIMATOR
crucial for the demodulation process to avoid any residdal P,
: . . . A. System Model
components in the received signal. Hence, channel estimati
plays a prominent part in TDS-OFDM performance and needs!n the DTMB system, the-length GI consists of anV-
to be carefully studied?] investigates several channel estimalength m-sequence as well as its pre- and post- circular
tion techniques based on known sequences but did not expfitensions 7]. Since any circular shift of an m-sequence is
the property of the PN.7] uses the cross-correlation resultdtself an m-sequence’], the Gl can also be treated as another
of the transmitted and received PNs as the channel estimadédength m-sequence, denoted py= [p1, ps, . .., pn]" with
ignoring the fact that the correlation of the PN is not &)" standing for the matrix transpose, and &g-length CP.
perfect impulse function, which introduces mutual intesfece  That is, if this CP is longer than the channel delay spread,
between different channel paths in the estimation resuit. 1€ CP absorbs the channel time dispersions andvitiength
overcome this problem,?] suggests to remove interferencén-sequence is ISI-free. The received PN can be written as:

components of several strongest paths a®ldpfoposes to d=Hp+w=Ph+w L
iteratively detect the significant paths in the correlatiesults. ’

Both of them did not thoroughly eliminate the interferenceshered = [dy,da,...,dn]T, W = [wi, w2, ..., wx]T and
lying in the PN correlation. Finally,?] proposes a least squareh = [hy, ho,...,hz,0,...,0]" are the received PN, additive

(LS) channel estimator based on the property of maximuwhite Gaussian noise (AWGN), and channel impulse response
length sequence (m-sequence). This solution however givegCIR), respectively. The channel is modeled asI&horder
suboptimal performance as explained in the sequel. finite impulse response (FIR) filter with? = E[|hl|2] the
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average power of thé™ channel tap. The power of theconcretely, the interference is computed as:

channel paths is normalized such thgl-, o? = 1. H n_
and P are the N x N circulant matrices with first rows (_Q_ 'NZA(Q_ Isz) . . _
[h1107"'107hL7'--7h2] and [plapNapN—la"'apQ]! reSpeC- (1_(;1) (1_();\?2_&1) (1_(!]\1]12_&1)
tively. The second equality i }(1) uses the commutativity of (1—a?-a2) (1-ad) (1—a2 —a?)
the convolution. Nz Nz Nz
_ 2:7 2 _ 2:7 2 ' 7: 2
B. PN Correlation-based Estimator (Uoogran) U-epter) | Uogu) ©)
1
Channel estimation can be simply obtained by performing N?
time domain correlation of transmitted and received PN se- : : : )
guences. Recall the circular autocorrelation propertyhef t #_

m-sequence: Therefore, the MSE of the estimator is finally:

2

N
1 . 1 n=20 o, N-1
R(TL) - N mep[m+n]N _{ _% 0O<n<N (2) Ef = N + N3 . (7)

_ . Eventually, the first term of the MSE expression is propoio
where (-)* is the conjugate of complex number andy to the noise variance, while the second term is only detezchin
denotes modulav operation. When the PN is sufficientlypy the length of the PN. In other words, it produces an

long, i.e.,—% ~ 0, the autocorrelation function approachegstimation error floor with an MSE level ofN — 1)/N3.

the Kroneckerdelta function. The CIR can be extracted fronThis error floor appears whefiV —1)/N? > o2 /N, i.e.,
the received PN using this delta function. The estimator is:SNR(dB) > 10log,, (N2?/(N — 1)). For example, the error

o 1 1 floor appears when the SNR is greater tHahl dB and

h=—Cd= —CPh+ —Cw, (3) 27.1 dB, given the255-length and511-length PNs specified

N N N in [?], respectively.
whereC = P* is an N x N circulant matrix with first row  The Cramér-Rao bound of training sequence based channel
[pl,pz, . 7pN} and represents the circular correlation of thestimation with a length equal to the training sequencélis [
PN. (:)* is the Hermitian transpose. Using the correlation o2 o2
property [2), it yields: MSE 2 <+Tr (P"P)7!) = N—ivjl' (8)
Comparing[¥) and{8), it can be found that the correlation
based estimator approaches the Cramér-Rao bound at low
SNR (i.e.0? is large), but suffers an estimation error floor at
Q= NCP = : — : . (4) high SNR. Therefore, we go in for some improved estimators
' 1 aiming at reducing this error floor.

m=1

2|-z|~

.1
"N N
B 1. 1 MPROVED ESTIMATORS WITH REDUCED ERROR
The estimation error i€; = h—h = (Q —Iy)h + %CW, FLOOR
wherely is an N x N identity matrix. Assuming that the i o .
channel taps are uncorrelated, the MSE of the estimate is:A' Method 1. Multiplying by Inverse of Matrig
From the analysis in the last section, the estimation error
1 H floor comes from the fact tha® is not a perfect identity
= _Tr (E[g-€7
RN ( [Shgh}) . matrix. Therefore, a straightforward solution is to penfioa
= —Tr(E[Q—=1 Mhh™ O —1 D) — Tr (E [cwwH CH linear transformatioti2 such thaf2Q = | . SinceQ is known
N ( [(Q NhQ-1) D J\;3 ( [ ]) and always full rank for a given m-sequen&®,= Q'. A
1 a i is obtained by left multiplying the corretati
——T — A — H + Zwmy CCH , 5 new eStIm.atOI‘ IS O Yy plying
N (Q-1W)AQ—1n)7) N3 r( ) ®) based estimatof¥3) b@ ':

interference noise R _ 1
hy =Q 'h=h+ —-Q 'Cw, 9)
whereTr(-) is the trace of a matrixA is a diagonal matrix N
of size N whose firstL elements of the main diagonal iswhich leads to an LS estimator that is in some extend sinolar t
[03,03,...,07], and the rest elements are @8. The estima- that proposed in]. The estimation error i§;, = Lo 'cw.
tion error is composed of two parts: the interference ramult The MSE of the estimator is:

from the correlation of PN sequences and the noise. It can 1 "

be found that the interference comes from the contributions Sha = NTY (E [5,;] ﬁlD

of the off-diagonal elements i@ and vanishes iQ = |y. o2 B B o2 B

The estimator is asymptotically unbiased As— oc. More = sl (Q 'cc™(Q I)H) =32 (Q71).(0)



As Q is a circulant matrix and all its elements are known for a When the channel lengtl. is known, the Cramér-Rao
given m-sequence, its inverse is easily obtained and does bound of a training sequence based channel estimation is

need complex computationg]{ computed by replacing matri® by P = PT% in (8):
a b --- Db o (N —L+2)d?
MSE>"“Tr((P"P 17
. b a -~ b ~ L (( ) ) N24+2N - NL—-L+1° (7)
Q= Do (11) This demonstrates that the proposed estimafdr (15) achieve
o the Cramér-Rao bound.
b b a
where C. Method 3: Subtracting Interference
ﬂ’ and b = L Another improved estimator can be obtainedsptracting
N+1 N+1 the contribution of the interference from the correlattmased
Replacing[(1l) into[{10), the MSE becomes: estimator.
952 More precisely, suppose the CIR lendths known, we can
G T N _:1. (12) rewrite the truncated CIR estimafe13) as:
Comparing [(IR) and{7), it can be found that the estimation h=h+Ah+ %TCW, (18)

error floor is removed by left multiplying by ~!. In the
meantime, the MSE is however approx|mate|y tWICE as muwhereA is the L x L matrix that contains all the off- dlagonal
as the Cramér-Rao bound due to a noise power increase. €lements ofQ and the main diagonal elements Af are('s,
h is the L-length vector of the real CIR. Considering that
B. Method 2: Multiplying by Inverse of Truncated Mat® A is known for a given m-sequence, we propose to use the
Suppose the length of the CIR is perfectly known, the estimatech to reduce the interference. An estimator is thus:

estimate is truncated tb-length. The estimator becomes: . o - _
imate((®) is tru g ' h3:h—Ah:h—Ah+%TCW—%ATCW, (19)

~ = = 1
h=Th=Qh+ NTCW, (13) where
whereh is the L-length vector of the real CIRT is anL x N 2\,}1 2\722 : §\722
matrix whose leftL x L. submatrix is an identity matrix and - 1\722 Ngl NQQ
rest parts are all’s, which represents deleting the lat— L A=AA= (20)
elements of anV-length vector.Q £ TQT” isanL x L P S S
circulant matrix that contains the firét rows andL columns N NT T N?
of matrix Q and is still full rank. Similarly toII]B)1 we can left The estimation error iy, = —Ah + +TCw — L ATCw.
multiply estimator [(IB) by the inverse matrfy = to obtain: Recalling thatQ = L TCCHTH, the MSE of the estimate is:
~A—1r ~—1
= h=h+ — TCw. 14 _ 1 H
Q NQ (14) Ehy = 7T (E[ﬁﬁgéag])
This new estimator is still unbiased. The related estinmatio Loz 2y, 022 ~ = ~H —
error is§;, = %QflTCW which leads to an MSE given by: = ZTr AA(A) "‘W(Q"‘AQA —2R{QA }) (21)
o lT REle. ¢ whereA is an L x L diagonal matrix with diagonal elements
€hy = 71T [€h2 o) 2 2 2 ;
v L [af,a3,...,a7], ®{-} standing for the real part of a complex
w number. The first term of the MSE expression is:
N (Q QR ) - LNTr( ) (15) - P
- AA(A) =
The inverse matriXQ  is the L x L circulant matrix with a a2 E=D? 2 @o2)? w- 22 o2 (=2
Lo 17 NE L NA
similar form as[(Ill). The elementsandb are replaced by o2 e 2 (L 1) 2 (L_2)
TNT T eemr ot etarTE
a = 1+ L1 and
N2+2N_NL_L+1’ 2(L—’2)2+ 2 (L— 2)+V+2(L 1)2
_ N 1 N4 aj ar NI
b = .
N?12N-NL-L+1 (22)
The MSE of the estimation is finally: The third term of the MSE expression is:
N—-L+2 5 o2 ~ ~n (L—1)(N—L+2)o2
;o= . 16 —AQA" = L 23
“he T NZ{ON-NL-L+1" (16) N AR N4 (23)

Comparing [IR) and(16), it can be found that the estimation The fourth term of the MSE expression is:
MSE is reduced thanks to the truncation process. In the _ _
. o n_ (L—1)og,
extreme case whelN = L, the estimator{{Z4) turns t§](9). NOA =——7m b (24)
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Fig. 2. MSE performance of different estimators with= 420, N = 255,  Fig. 3. MSE performance of different estimators with= 945, N = 511,
Ngp = 165 in the TU-6 channel. N = 434 in the TU-6 channel.
TABLE | TABLE 1l
COMPLEXITIES OF THEPN-BASED CHANNEL ESTIMATION METHODS PROFILE OF THETU-6 AND HT CHANNELS
_ : Channel || Tap1| Tap2| Tap3| Tap4| Tap5| Tapf|
Estimator || Complexity |
o) U | Delay @ws) 0 02 (05 [16 | 23 [ 50
. . . or
Circular correlation-based estimat@i (3) O(N-log N) Power (dB) || -3 0 -5 -6 -8 -10
Multiplying matrix inverse N-length [9) O(N?) HT Delay (us) 0 02 | 04 | 06 15.0] 17.2
Multiplying matrix inverseL-length [1%) O(L3?) Power (dB) || 0 2 4 ! -6 -12
Subtracting interferencgé _(fL9) O(L?)

stored]. The matrix multiplication need®/? multiplications
Eventually, putting[(22) [(23) and (P4) intb {21) yields:  and N x (V — 1) additions. Therefore, the additional com-
N34+ (L—1)2-L—-N) , (L—1)(L*-3L+3) plexity is O(N?2). In the meantime, the matrix multiplication
Chy = N4 Oyt NAT - can be carried out in a reduced lendthas done in estimator
(25) (@3). For the same reason as in the pervious situation, the
Comparing [(26) with [[7), in low SNR region, the MSEcomputation ofQ ' does not need any additional effort. The
approaches the Cramér-Rao bound, while, in high SNR regi@rresponding additional complexity is therefore reduted
the estimat2ion error floor is reduced by a ratio of approx{(r2). For the estimatof{19), the refinement of each channel
mately (£)". tap needsf — 1) additions. That isL x (L — 1) additions are
required for the whole CIR estimate, which corresponds to a

_ _ computational complexity o©(L?).
In order to compare the computational complexity of each

estimation method, we investigate the required basic oper- V. SIMULATION RESULTS

ations, i.e. multiplication, additions and FFT's etc. ®ll  The simulation parameters are selected according to the

shows the complexity of the basic correlation-based estimaspecifications of the DTMB standard?][where the sampling

@) and the additional complexities required by the imptbveperiod is1/7.56 us. The PN sequences are generated using

methods[(P),[(14) and (19). the maximal linear feedback shift registers specified by the
The N-length circular convolution taked multiplications standard as well. The Typical Urban with six paths (TU-6) and

and N — 1 additions for each delay. That 1§ multiplications Hilly Terrain (HT) channels specified ir?[ are used in the

and N x (N — 1) additions for anN-length CIR estimate. evaluation. The power delay profiles of the two channels are

Therefore, the complexity of the circular correlationd@gs- given in Tablell. The maximum delays of the TU-6 channel

timator [3) isO(IV?). Considering that the circular convolutionand HT channel are bs and 17.2:s which correspond td =

can also be computed by using the FFT, the computatioal and L = 130 samples of the DTMB system, respectively.

complexity can be reduced 6(N - log N). The performance of the different estimators is investigate
As far as the improved estimators are concerned, additional
. . . . 1 . —1 .
complexmes are needed by the estimation refinement psoces In fact, the ma_tnxQ is quite structured_. '_I'here are only two values —
For inst in th timatéi (9) the mat@‘l depends onl diagonal and off-diagonal elements. Hence, it is not necgs® store all the
orins a_nce' Inthe est Qf ’ X p Y elements of the matrix. Instead, it is smarter to record e values only.
on the given PN sequence and can thus be pre-computed aidcost of the storage is therefore negligible.

IV. COMPLEXITY ANALYSIS
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Fig. 4. MSE performance of different estimators with= 420, N = 255, Fig. 5. MSE performance of different estimators with= 945, N = 511,
Ngp = 165 in the HT channel. Nep = 434 in the HT channel.
with different PN lengths and channels as shown from Figlire 2 VI. CONCLUSION

to Figure[®. Results are obtained from 1000 realizations ofIn this paper, we have investigated the PN-correlation-
each channel. The correlation-based estimator correspiondbased channel estimator for TDS-OFDM. Aiming at reducing
the classical approach found in the literatupg While others the estimation error floor encountered by the classical PN-
are the improved versions introduced in secfioh IIl.A, B ancorrelation-based estimator, we have proposed three iredro

C. From the figures, we can have the following observationsstimators which exploit the correlation property of the m-

1. Methods improved method 1 and ‘improved method 22 com- Sequence and the knowledge of the channel length. It has been
pletely eliminate the estimation error floor, while methoghown through mathematical derivations and simulatioas th
‘improved method 3' reduces the error floor when the channethe new proposed estimators approaches or even achieve the
delay spread is shorter than the PN lengMultiplying the Cramér-Rao bound.
basic PN-correlation-based estimator by the inverse of the
correlation matrix can create a perfect identity matrix ethi )
leads to estimators free of estimation error floor. This can b 1he authors would like to thank the European CELTIC
seen from the performance afiproved method 1 andimproved  Project “ENGINES?” for its support of this work.
method 2'. On the other hand‘improved method 3' subtracts
the interference components using the CIR estimates. It ap-
proaches the Cramér-Rao bound in low SNR region, while the
estimation error floor is reduced by a ratio of approximately
(£)% in high SNR region. It indicates that the reduction is
more notable when the channel delay is significantly small
compared to the PN length. For instance, comparing [Big. 2
and Fig.[#, improved method 3' obtains more improvement in
the TU-6 channel than in the HT channel given the same PN.

In addition,‘improved method 3' can achieve a lower estimation
error floor when a longer PN is used (comparing Elg. 2 and
Fig.[3, or Fig[# and Fid.15).

2. Method ‘improved method 1’ boosts the noise variance,
while methodsimproved method 2 and ‘improved method 3' do
not. From this point, the latter two methods are the preferred
ones because they outperform the classical correlatioadbas
approach whatever the SNR. In contrastproved method 1'
presents a performance back-off due to the noise component
power boost, which leads to worse MSE results than the
correlation based approach at low SNR. Last but not least,
the estimatorimproved method 2' does not have estimation error
floor and achieves the Cramér-Rao bound.
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