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ABSTRACT

The Network Function Virtualization paradigm enattiee possibility to dynamically instantiate Virtddetwork
Functions (VNFs) in Commercial-Off-The-Shelf (COT&rdware. Such VNFs are then concatenated together
Service Chains (SCs) to provide specific Interreatises to the users. Depending on latency reqeingsnfor
such services and considering the aim of maximedigsolidating the VNFs (i.e., of minimizing the COT
hardware), the VNFs can be centralized in few daitars in the core network or they can be disteibuioser to
the edge of the network. In this paper we evaltleempact of latency requirements of SCs on VNdtritiution
towards the edge of the network, by also showirg) iknefits of a Fixed and Mobile Convergent (FMC)
metro/access network, with respect to a non-comrgngetwork, in terms of consolidation.
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1. INTRODUCTION

Network Function Virtualization (NFV) [1] is a nolveetwork-architecture paradigm that helps fixed amobile
network operators to reduce both capital and ojmeratcosts. NFV is based on the conceptetivork function:

a network function is an abstract building blockfpening a specific task. Examples of network fuoies are
Firewalls, Traffic Monitors, etc. So far, networknictions have been implemented using dedicatednraaed
usually referred amiddleboxes, that are able to handle very high traffic loadt &re expensive and inflexible.
NFV allows a move towardssaftwarization of network functions in a virtualized environmekftultiple Virtual
Network Functions (VNFs) can thus be instantiated and consolidatetheé same Commercial-Off-The-Shelf
(COTS) hardware, that can potentially be placeaniy powered location of the network. NFV also easgsgice
deployment by exploiting the conceptSvice Chaining [2]: a Service Chain (SC) is a sequential concdiema
of VNFs to provide a specific Internet service (eMpIP, Web Service, etc.) to users.

One of the main problems faced by a network opegtopting NFV is deciding where to locate the VNtirthe
network (in which nodes) to minimize network cagljle still satisfying the latency requirement bétsupported
Service Chains. To achieve such objectives ™
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necessary to locate the VNFs closer to the users
at the edge of the network [3]. The me Figure 1: NFV-enabled fixed and mobile aggregation network

candidate nodes to host VNFs at the network

edge (i.e., in the metro/access segment) are theaL©ffices (COs) at different hierarchical leveif the fixed
and mobile aggregation networks (i.e., COs, Mairs@®d Core COs in Figulg. However, the effectiveness of
VNF distribution across the edge of the networkhiisdered by the fact that fixed and mobile access$ a
aggregation networks have evolved and deployecbindgently and VNFs placed in fixed network COs cdinn
be easily accessed by mobile users (and vice vareent studies [4] have targeted the definitibmavel
architectures for Fixed and Mobile Convergent (FNi€works, where the fixed and mobile networksjairgly
designed and optimized both from a functional ,(bg. unifying network functionalities) and struaufi.e., by
sharing equipment and infrastructures) perspedtiMhis study we argue that the adoption of a hBC access
and aggregation network can help network operamocensolidating the VNFs in shared locations (iower the
same COTS hardware) for fixed and mobile userseXpore the benefits of FMC on VNF consolidatiorg w
evaluate the impact of latency on distribution aedtralization of VNFs when different SCs mustehwedded

in the network, by comparing @MC and aNo FMC architecture. We show that for some low-latendgrimet
services the involved VNFs must be distributed ssithe edge to avoid a significant degradatiormefservice
quality.



2. PROBLEM STATEMENT

The optimization problem associated to the VNF @iaent and SC embedding can be seen as an extafsion
some Virtual Network Embedding (VNE) problems [dhere the SCs angrtual networks, chaining together a
start point, an end point and some VNFs that mestrbssed in an appropriate order, as shown inr&iguThe
VNFs are associated to sommcessing requirements, expressed in terms of fraction of required dedidaCPU
cores. The SCs, that are associated to a maximdrtoesnd atency requirement, must be embedded irphysical
network, which comprises physical nodes and physical lid@ame of the physical nodes aMEV nodes (i.e.,
nodes able to host the VNFs in COTS hardware),amachssociated to someocessing capacity, expressed in
terms of number of adopted CPU cores. We conslrkioth physical links and NFV nodes introduce som
latency in crossing the SC from the start to thed@wint. The latency introduced by the links is tiupropagation
delay over the physical links and to transmissioretof the network devices (i.e., switches), while latency
introduced by the NFV nodes is due to processisgueee sharing among multiple VNFs hosted by th&/ NF
nodes. As in [6], we consider tlwentext switching, i.e., the operation of saving/loading the state farallel
execution of the multiple VNFs sharing the NFV node the primary source of latency in the traveo$NFV
nodes. The objective of the optimization problenmaximally consolidating the VNFs (i.e., minimizing the
number of nodes to be upgraded to host VNFs). ifigians placing the VNFs in the minimum number of NFV
nodes while meeting the end-to-end latency requergror the SCs and satisfying processing capaoitgtraints
for the NFV nodes. Note that a VNF can be sharedrgmmultiple SCs by properly scaling up the proiress
requirements for that VNF. For a more detailed espntation of the system model and of the probtatement
the reader is referred to our work [7].

2.1 Heuristic algorithm for latency-aware SC embedding

We developed heurigtic algorithm [7] for the embedding of SCs in the physical netwthat takes into account
latency requirements. The algorithm works in twatidct phases. The main idea is building an emimegsblution
for each SC by greedily trying to scale up alreptheed VNFs or to place new instances of VNFs ogaaly-
active NFV nodesphase 1). Note that phase 1 has as main objective the sitfiSolidation, since it tries to exploit
already-used resources first. At the end of phake &nd-to-end latency for the selected SC isuatedl. If latency
requirements are not met due to an inadequate afimgedn the physical topology, @hase 2 is performed to
improve the solution. Phase 2 consists in releasiagesources allocated in phase 1 and placireyaimstance
for each chained VNF on an inactive (i.e., turn8fNFV node on théatency shortest path between the start and
the end point of the SC. This way, the algorithimstto adjust the solution by minimizing the latgmtroduced
by the links and by the NFV nodes.

3. SIMULATIVE SCENARIO AND ASSUMPTIONS

3.1 Physical network

We consider the metro/access network topology shioviAigure 2. Such network topology is based onuitian
geotype proposed in [8]. In particular, it consistd Core CO, 6 fixed Main COs and 6 mobile Mai@s; each
covering an area of 15 KmEach fixed Main CO aggregates the traffic of @@ COs, all connected in a ring.
Each fixed CO aggregates the traffic of 95 cabjnatsl each cabinet aggregates the traffic of up6t fixed
users, i.e., homes. For the mobile network, eadbilm®dain COs aggregates the traffic of 23 cebsjteach one
aggregating the traffic of 300fobile users. The total coverage area of this nétigoin the order of the size of
a large European metropolitan city. The Core CO fawatl/mobile Main COs are connected by a ring mekuw
We assume that this network is connected to a @Cepl in the core network. We model the core netwsria
single link whose latency reproduces the totalnleyeexperienced to reach the DC location. The @fde Main
COs and COs can host COTS hardware with limitectgssing capacity, while the DC has no limitations o
processing capacity. The Core CO is assumed toosupf CPU cores, i.e., twice the processing capadithe
fixed/mobile Main COs, and we consider the COs _

processing capacity as 30% of the total capacity el wnt o
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and 150ms, corresponding to a national, continental and imeticental DC location. These latencies are based
on measurements performed using [9], a tool touatalthe ping distance froAmazon Web Services around the
globe, and express the one-way latency to the [R@tikan from the Core CO. Note that, given the gaphical
coverage of the metro/access network, the latertoyduced by propagation and transmission in thigateeccess
links is negligible with respect to the latencyrattuced by the core network. In addition, we cosisttiecontext
switching latency introduced by an NFV node to increasealityewith respect to the number of VNFs sharing
suchNFV node and to be equal to 100 per VNF.

3.2 Service Chains and Virtual Network Functions

We consider a set of 5 different SCs, as showrainld 1, each one chaining different VNFs in seqakatder.
Each SC type is associated to a different end-tbi-aency requirement. The Web Service (WS) is recognized to
have a loose latency requirement, while novel 5G@iSes (5GS, e.g., Augmented Reality Service) negaivery
strict end-to-end latency [10]. It is worth meniiog that some cloud gaming categories might halegemcy

requirement comparable with 5G services, while othe

categories might tolerate higher latencies. Inosk [Service Chained VNFs Latency req.
we consider that Cloud Gaming SCs have a late}i Service (WS) NAT-FW-TM-WOC-IDPS _ | 500 ms
requirement of 60 ms. We consider also other tB@gvolP NAT-FW-TM-FW-NAT 100 ms
types, i.e., VoIP, Video Conferencing (VC) and Qlofyideo Conferencing (vC) |NAT-FW-TM-VOC-IDPS |80 ms
Gaming (CG). Note also that each VNF is associgt&dd Gaming (CG) NAT-FW-VOC-WOC-IDPS | 60 ms

to a processing requirement per user, obtained b¥sG service (5GS) NAT-FW-TM-WOC-VOC |20 ms
middleboxes datasheet (e.g. [11]). ,

Each SC aggregates the traffic of the users coedea o Cre L A1c 0o ClE  Doeion Prevenion Sysem
the fixed/mobile Main CO or fixed CO it starts from VOC: Video Optimization Controller, TM: Traffic Monitor

particular, the start points for fixed (mobile) S&e al Taple 1: Details of the considered Service Chains and ¢gten
the fixed Main CO and CO (mobile Main CO), resudl requirement

in an overall number of 30 SCs (see Figure 2).

Concerning the end points, we compare three diffarases with a different percentage of localizaérminating

in the metro network0%, 50%, 100%. The first setting @6) represents the case where all the SCs have as
destination point at the DC location in the coréwaek. In the second setting5(%) half of the SCs has as
destination the Core CO in the metro network ardrémaining half terminate at the DC location. Fjnén the

last setting 100%) all the SCs terminate at the Core CO (i.e., atedge of the metro network). Note that
considering a fraction of SCs that terminate inrtietro network follows the current trend of telecoperators,
which tend to push the content towards the usensefample, a Video Content Provider, Cloud Ganmviger

etc. may place Video Servers, Game Servers ettheirmetro/access network (i.e., in our case, imao DC
located in the Core CO).

4. RESULTS .

We implemented the heuristi 3 . M Fixed Main CO Mobile Main CO M Core CO Data Center 5 5/,
algorithm described in Sectio £ 4 | ShortrangeDC(15ms) ’ Ig
2.1 in Matlab. We compar: 3 2 -
results obtained by considerir o 7
five different homogeneous s ”

scenarios. in each homogeneou: § 6 { AN . %
scenario, only one specific typ: ¢ 4 | Mid-raneeDC(75ms) % u% n - % I %
of SC among the types defined i & 2 m [ " :

Table 1 is embedded in thi o _ Az BZ B
network. This way, we car .
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impact of different Internet g , | ‘emerangeDC(150ms) | I oz I?
services on VNF consolidation g L ]
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settings related to the percentay ws Vorp e « ses

of local traffic as shown in
Section 3.2. Our investigatior
takes into account the three D
location configurations
introduced in Section 3.1.
Figure 3 shows the number of NFV active nodesHervarious traffic configurations and network aretiures
discussed so far. For tiort-range DC configuration, we observe that the most conversehition in terms of
VNF consolidation is to host all the VNFs in the X every homogeneous scenario, every architeciutlesvery

% of Local Traffic

Figure 3: Number of active nodes in tiMC andNo FMC architectures for three different
DC-location configurations



percentage of local traffic, except for the 5GS $@50% and
100% of local traffic. In these cases, it is requirkd activation of
some fixed/mobile Main COs and of the Core CO.actffor all _ 2 Data Center

the SC types but the 5GS, consolidating the VNRBérDC, even 6 | "= I
though part or all the SCs terminate in the Core BQ@ feasible g4

w

H . . 3 M Fixed Main CO ?
solution because the Round Trip Time to the DCn(3) does not § ) % Z
affect the latency requirement of the SCs. Thisdstrue for the A A | i
5GS homogeneous scenario due to the very strigindgt © 2 2 zz 22222322z 2
requirement of its SCs (20 ms). In this case ancoimditions of 58 3 3|55 3 26056 32
local traffic, placing all the VNFs in the DC wouttbgrade the o o o0
performance. For this reason, it is necessarysinilute the VNFs o% % of Local Traffic 0%

in the metro/access network to meet latency remérgs for the
configuration, only the VNFS for the WS Soenara e s POCeSSg capety for e NFV nodes by 0% (e

] . . pect to the settings of Fig. 3 (diedo
consolidated into the DC. Finally, for theong-range DC' gpaned bars) in thdid-range DC configuration
configuration, only the WS homogeneous scenario stdhbe
guaranteed by placing the VNFs in the DC for & tfaffic conditions. For the other scenarios,dahby feasible
solution to meet latency requirements is to hal/éhal VNFs placed in the metro/access network arikeep all
the traffic local {00%).In general, from Figure 3 we can see how the ohphlatency on VNF consolidation is
similar for theFMC andNo FMC architectures. However, when the VNFs are disteitiin the metro/access
network, theFMC architecture requires from 30% to 60% less NF\ivachodes than thslo FMC one. This
happens because in tR&C architecture the NFV nodes as well as the VNFsquleon those nodes are shared
between fixed and mobile users. This means thaadoption of a FMC metro/access network can caerstist
improve the consolidation of VNFs. We now focussmmeprocessing aspects. By looking at Figure 3, we can
notice that the VC homogeneous scenario requigeadtivation of more NFV nodes than the other siesar his
happens because, in average, the VNFs chained thav€a higher processing requirement than the bthes
of SCs. Moreover, the placement of VNFs is slightifferent when NFV nodes dispose of more processin
capacity. In Figure 4 we compare the results ferrttost processing-hungry service (i.e., the VClaiokd with
the previous simulation settings (i.e., normal pargth the case where the NFV nodes processingaigpis
increased by 50% (i.e., diagonal-shaped bars)iridnease of processing capacity allows placingAR€s in less
NFV active nodes (from 30% to 40%) for both #HC andNo FMC architectures. This means that increasing
the processing capacity of NFV nodes is beneffoiaVNF consolidation.

Figure 4: Number of active nodes for VC with increased

5. CONCLUSION

In this work, we evaluated the impact of latencytba distribution of VNFs in the metro/access nekwdVe
considered different Internet services with diffgriatency requirements and we compared the refsultifferent
DC location configurations. Results show that In&trservices with a very strict latency requireme@ng., 5G
Services) can be only satisfied by placing the ViNFthe metro/access network, while Internet s@wiwith
looser latency requirement (e.g., a Web Service)st#él be guaranteed by consolidating the VNF&iBC far
from the users. Moreover, &MC architecture allows a higher VNF consolidationnttzeNo FMC architecture,
since the NFV nodes can be shared between fixednahie users.
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