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ABSTRACT Inter-datacenter networks need to support datacenter communication with the end-users, as well as content
replication and synchronization between datacenters in a reliable manner. This paper presents a survivable manycast, anycast
and replica placement strategy for optical inter-datacenter networks resulting in reduced overall network resource consumption.
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I. INTRODUCTION

The rapidly expanding cloud-based services supported by geographically distributed data centers require a high-capacity,
highly reliable and resource-efficient datacenter interconnection network, which can be satisfied only by optical fiber infrastruc-
ture. Optical datacenter networks must support the emerging disparate traffic patterns that emerge from connecting the network
users to the datacenters (user-DC traffic), as well as due to synchronization among the datacenters (DC-DC traffic). For a given
subset of DC nodes that host a desired content, the user-DC traffic typically follows the anycast traffic paradigm, where the
user can access the content by connecting to any of the DC nodes in the subset. In other words, a connection is established
between a determined source and any one of the set of possible destinations. The DC-DC traffic follows the manycast traffic
paradigm, where first a subset of DC nodes is selected to host a specific content, and then a multicast tree is established among
the selected nodes. In order to satisfy the immense network traffic growth rates [1], resource-efficient datacenter networking
solutions require schemes for assignment of resources at the datacenter and the network level, enabling a consolidated view
of both the user-DC and the DC-DC traffic [2].

Besides supporting the ultra-high data rates, datacenter networks must also provide a high degree of resiliency. Optical
fiber links are prone to failures, typically caused by construction equipment digging through the fiber ducts. Moreover, entire
network nodes which host the datacenters can also fail, e.g., due to a power outage, a natural disaster or a deliberate attack [3].
While replicating content across a set of geographically distributed datacenters inherently improves content accessibility in the
presence of failures [4], guaranteeing a certain degree of reliability requires tailored resiliency schemes.

Numerous approaches aimed at providing protection from failures of single, and possibly multiple links and/or DC nodes
can be found in the literature. Protection from link failures along working paths of user demands can be provided by
reserving resources for backup paths which can be dedicated [5] or shared among multiple working paths that do not fail
simultaneously [6]. To ensure protection from failures of primary DC nodes, various survivability approaches assign a backup
DC node to each user request, where resources at backup DC nodes can be dedicated [7] or shared among user demands
that do not fail simultaneously [8]. The approach in [9] performs replica placement and subsequent resource allocation to
user demands in elastic optical datacenter network. The authors in [10] propose an approach to protect multicast transmission
among DCs against critical single-node failures.

While the aforementioned approaches address one or more aspects of survivable datacenter network planning, namely, replica
placement or survivable routing of user-DC and/or DC-DC traffic, none of them considers the placement of content replicas and
resource allocation to both the user-DC and DC-DC traffic type jointly. The approach for joint planning of DC networks in [2]
demonstrated significant resource savings obtained through consolidated manycast and anycast routing and replica placement
(MARP). In this paper, we extend upon the previous work in [2] by proposing a survivable MARP strategy to protect from
single link and single node failures.

II. SURVIVABLE MANYCAST, ANYCAST AND REPLICA PLACEMENT: S-MARP

For a given set of contents, DC nodes and user demands, the survivable manycast, anycast and replica placement (SMARP)
problem aims at determining the DC nodes to host the content replicas and establishing a set of connections to support the
user-DC and DC-DC traffic in a survivable manner such that the total amount of resources assigned to all connections is
minimized.
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A. Problem Definition

Given is a network topology modeled as a graph G (V ,E )G (V ,E )G (V ,E ), where a subset of nodes D ∈ VD ∈ VD ∈ V host datacenters. A set of contents
CCC is also given, where kkk replicas of each content need to be placed at different datacenters. A set AAA of user demands is also
given, where each demand is defined by a source node s ∈ V and requested content c ∈ C. The objective of the S-MARP
problem is to determine the locations of all replicas for each content, establish a multicast light-tree among nodes hosting
replicas of a particular content, and set up a working and a backup path between the source node of each user request and
a DC, such that the total length of established paths is minimized. To protect user demands from different types of failures,
we apply dedicated path protection and consider three variants of S-MARP, described as follows. The link-disjoint S-MARP,
denoted as S-MARP-L protects user requests from failures along working paths by assigning link-disjoint backup path that
connects the source node to the same DC as the working path. The DC-disjoint S-MARP, denoted as S-MARP-DC, provides
protection from link- and DC-failures by assigning a backup DC different from the working one, as well as a link-disjoint
backup path. Finally, we also consider the optional variant of S-MARP, denoted as S-MARP-O, where the backup path is
allowed to use any DC that results in the lowest overall cost of the established solution.

B. Integer Linear Program for the Survivable MARP Problem: S-MARP

Input parameters:
G (V ,E )G (V ,E )G (V ,E ): a directed graph where V is the set of vertices that represent the network nodes, E is the set of edges that represent

the network links; CCC: set of contents; D ∈ VD ∈ VD ∈ V : set of datacenter locations; kkk: number of needed replicas for each content; MMM:
set of manycast demands (d,c), where d ∈ D is the root/main datacenter for content c ∈ C; AAA: set of anycast demands (s,c),
where s ∈ V is the source node and c ∈ C is the requested content; WWW: set of available wavelengths; ϒ = {K1,K2, . . . ,K|D|}ϒ = {K1,K2, . . . ,K|D|}ϒ = {K1,K2, . . . ,K|D|}:

set of constants with values such that
l̂−1
∑
l=1

Kl� Kl̂, used for assigning a unique identifier to each node of D;

Variables
• x(d,c),w

(i, j) ∈ {0,1}- equal to 1 if w ∈W is used on link (i, j) ∈ E for manycast demand (d,c) and 0 otherwise;

• U (d,c)
i ∈ Z- denote the order of vertices included in the route tree for manycast demand (d,c);

• y(s,c),w
(i, j) ∈ {0,1}- equal to 1 if w∈W is used on link (i, j)∈ E for working lightpath of anycast demand (s,c) and 0 otherwise;

• z(s,c),w
(i, j) ∈ {0,1}- equal to 1 if w∈W is used on link (i, j)∈ E for backup lightpath of anycast demand (s,c) and 0 otherwise;

• Nc
d ∈ {0,1}- equal to 1 if d ∈ D is selected as one of the location for c and 0 otherwise;

• Ā(s,c)
d ∈ {0,1}- equal to 1 if d is selected as the destination node for working lightpath of anycast demand (s,c) and 0
otherwise;

• Â(s,c)
d̂
∈ {0,1}- equal to 1 if d̂ is selected as the destination node for backup lightpath of anycast demand (s,c) and 0

otherwise;
• Ω(d,c),w ∈ {0,1}- equal to 1 if w is used by (d,c) and 0 otherwise;
• Ω̄(s,c),w ∈ {0,1}- equal to 1 if w is used by (s,c) for working lightpath and 0 otherwise;
• Ω̂(s,c),w ∈ {0,1}- equal to 1 if w is used by (s,c) for backup lightpath and 0 otherwise;

Objective function

Minimize : ∑
(d,c)∈M

∑
(i, j)∈E

∑
w∈W

x(d,c),w
(i, j) + ∑

(s,c)∈A
∑

(i, j)∈E
∑

w∈W
y(s,c),w
(i, j) + ∑

(s,c)∈A
∑

(i, j)∈E
∑

w∈W
z(s,c),w
(i, j) (1)

Constraints
The objective (1) is to minimize the number of wavelength-links required to establish the requested manycast light-trees and

survivable anycast lightpaths. Constraint (2) selects k locations for content replicas. Constraints (3-8) are used to build each
manycast light-tree. Constraint (3) specifies that there must be at least one wavelength associated with content c outgoing from
the main DC node. Constraint (4) prohibits any incoming wavelengths to the main DC location. Constraint (5) ensures that the
destination nodes of each tree host the associated content replicas. Constraint (6) specifies that each node other than the main
DC can have outgoing wavelengths only if it has incoming wavelengths. Constraint (7) ensures that nodes which are not in the
set of possible DC locations and have an incoming wavelength must have at least one outgoing wavelength. Note that the last
two constraints (i.e., constraints (6,7)) differ from the flow conservation constraints, since the number of outgoing wavelength
links for intermediate nodes in a light-tree can be greater than the number of input wavelength links due to branching of the
tree. Constraint (8) prevents the formation of loops in established paths. Constraints (9,10) enforce the wavelength continuity
constraint for manycast light-trees.

Constraints (11-13) are used to establish the anycast working lightpaths. Constraint (11) enforces flow conservation for each
working lightpath by making sure that the number of outgoing and incoming wavelength links is equal for every node along
its path, except for the source node of the demand and the selected destination DC node. Constraint (12) ensures that only one
DC is assigned per anycast working lightpath. Constraint (13) guarantees that a DC can be selected for a working lightpath
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∑
d∈D

Nc
d = k, ∀c ∈ C (2) Ā(s,c)

d ≤ Nc
d , ∀(s,c) ∈ A,∀c ∈ C,∀d ∈D (13)

∑
w∈W

x(d,c),w
(d, j) ≥ 1, ∀(d,c) ∈M (3) ∑

w∈W
Ω̄(s,c),w= 1, ∀(s,c) ∈ A (14)

∑
w∈W

x(d,c),w
(i,d) = 0, ∀(d,c) ∈M (4) y(s,c),w

(i, j) + y(s,c),w
( j,i) ≤ Ω̄(s,c),w,

∀(s,c) ∈ A,∀w ∈W,∀(i, j) : | j|> |i|
(15)

∑
d∈D

(( ∑
i:(i,d)∈E

∑
w∈W

Kd ·x
(d,c),w
(i,d) )−Kd ·Nc

d) = 0,

∀(d,c) ∈M
(5)

∑
i:(i,m)∈E

∑
w∈W

z(s,c),w
(i,m)

− ∑
j:(m, j)∈E

∑
w∈W

z(s,c),w
(m, j) =

−1,m = s

Â(s,c)
d̂

, ∀d̂ ∈D,∀(s,c) ∈ A

0,otherwise

(16)

∑
j:(i, j)∈E

x(d,c),w
(i, j) −|V | · ∑

j:( j,i)∈E
x(d,c),w
( j,i) ≤ 0,

∀(d,c) ∈M,∀w ∈W,∀i ∈ V \d
(6) ∑

d̂∈D
Â(s,c)

d̂
= 1, ∀(s,c) ∈ A (17)

∑
j:( j,i)∈E

x(d,c),w
( j,i) − ∑

j:(i, j)∈E
x(d,c),w
(i, j) ≤ 0,

∀(d,c) ∈M,∀w ∈W,∀i ∈ V \D
(7) Â(s,c)

d̂
≤ Nc

d̂
, ∀(s,c) ∈ A,∀c ∈ C,∀d̂ ∈D (18)

U (d,c)
i −U (d,c)

j + |V | · x(d,c),w
(i, j) ≤ |V |−1,

∀(d,c) ∈M,∀w ∈W,∀(i, j) ∈ E
(8) ∑

w∈W
Ω̂(s,c),w= 1, ∀(s,c) ∈ A (19)

∑
w∈W

Ω(d,c),w= 1, ∀(d,c) ∈M (9) z(s,c),w
(i, j) + z(s,c),w

( j,i) ≤ Ω̂(s,c),w,

∀(s,c) ∈ A,∀w ∈W,∀(i, j) : | j|> |i|
(20)

x(d,c),w
(i, j) + x(d,c),w

( j,i) ≤Ω(d,c),w,

∀(d,c) ∈M,∀w ∈W,∀(i, j) : | j|> |i|
(10)

∑
w∈W

y(s,c),w
(i, j) + ∑

w∈W
z(s,c),w
(i, j) ≤ 1,

∀(i, j) ∈ E ,∀(s,c) ∈ A
(21)

∑
i:(i,m)∈E

∑
w∈W

y(s,c),w
(i,m)

− ∑
j:(m, j)∈E

∑
w∈W

y(s,c),w
(m, j) =

−1,m = s

Ā(s,c)
d , ∀d ∈D,∀(s,c) ∈ A

0,otherwise

(11)
for S−MARP−L (Nc

d = Nc
d̂
)

for S−MARP−DC (Nc
d 6= Nc

d̂
)

for S−MARP−O (Nc
d = Nc

d̂
)∨ (Nc

d 6= Nc
d̂
)

(22)

∑
d∈D

Ā(s,c)
d = 1, ∀(s,c) ∈ A (12)

∑
(d,c)∈M

x(d,c),w
(i, j) + ∑

(s,c)∈A
y(s,c),w
(i, j) + ∑

(s,c)∈A
z(s,c),w
(i, j) ≤ 1,

∀(i, j) ∈ E ,∀w ∈W
(23)

if and only if the requested content is replicated at that DC. Constraints (14,15) enforce the wavelength continuity constraint
for the anycast working lightpaths. Similarly, constraints (16-18) ensure the establishment of anycast backup lightpaths while
constraints (19-20) inflict the wavelength continuity constraint for the backup lightpaths. Constraint (21) forces the path of the
anycast backup lightpath to be link-disjoint with respect to the path of the anycast working lightpath. Constraint (22) selects
the appropriate destination DC node for anycast working and backup lightpaths for each type of S-MARP scheme. Finally,
constraint (23) enforces the wavelength clash constraint by making sure that each wavelength on a certain network link is
allocated to at most one lightpath or light-tree.

III. NUMERICAL RESULTS

The performance of the proposed approaches is evaluated and compared to alternative strategies for manycast and anycast
RWA for replica placement that minimize the network resource usage for each type of traffic independently. The first strategy,
denoted as Survivable Anycast-First (SAF), first finds an optimal RWA along with replica placement for the survivable anycast
demands and then uses this replica placement as input for finding the RWA for the inter-DC traffic. Note, this second step
implies solving the multicast RWA problem (not manycast) since the destination nodes are known. The second strategy, denoted
as Survivable Manycast-First (SMF), first solves the manycast RWA problem optimally for inter-DC traffic and then uses this
replica placement to solve the anycast RWA problem for the survivable user-driven demands. Similar to SMARP, three different
cases, i.e., link-disjoint, DC-disjoint, and optional are considered for SAF and SMF. All ILP formulations are solved by running
the commercially available CPLEX on the 16 node European topology with 21 bidirectional fiber links, each one supporting
128 wavelengths [11]. 10 test cases were run for each strategy with the values of C, D, and k set to 10, 8, and 3, respectively.

Fig.1(a) shows the overall resource usage obtained by all three S-MARP variants as well as the corresponding versions
of SAF and SMF. In all test scenarios, S-MARP-O obtains the lowest resource usage. Compared to the SMF-O and SAF-O,
S-MARP-O reduces the resource usage by 16% and 7%, respectively. When backup paths are limited to connect to the same
DC as the corresponding working paths, compared to the SMF-L and SAF-L, the S-MARP-L approach reduces the resource
usage by 12% and 9% on average, respectively. The savings are comparable for the DC-disjoint approaches, where the average
resource usage of S-MARP-DC is by 19% and 12% lower than the one obtained by SMF-DC and SAF-DC, respectively.
When different versions of S-MARP are compared, the S-MARP-O performs the best due to the highest degree of flexibility.
Interestingly, the S-MARP-DC variant which forces the working and backup paths of a same demand to connect to distinct
DCs obtains 22% lower resource usage than S-MARP-L which connects both paths to the same DC. A similar trend is also
present for the DC and L variants of the SMF and SAF approaches. This indicates the ability of the algorithm to optimally
place content at different DCs so as to provide survivability from DC failures at a lower overall network resource usage.
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Figure 1. (a): Total resource consumption vs. the number of end-user demands; (b): Resource consumption for lightpaths vs. the number of end-user demands;
(c): Resource consumption for light-trees vs. the number of end-user demands

Fig.1(b) and Fig.1(c) break down the total resource usage into the resources used for lightpaths serving the user-DC traffic
and light-trees serving the DC-DC traffic. SMF obtains the highest lightpath resource usage in all three variants, due to the fact it
establishes multicast communication between DCs first, before proceeding to serving the user demands. Consequently, it yields
the lowest light-tree resource usage (Fig.1(c)) for all three variants. Conversely, the SAF approach obtains the highest light-tree
resource usage (Fig.1(c)) because it begins by minimizing the network resources needed to support user-DC communication.
Consequently, it obtains the lowest lightpath resource usage (Fig.1(b)). The proposed S-MARP approach obtains a favorable
trade-off between the resources used for user-DC and DC-DC communication compared to the benchmarking approaches that
prioritize either type. For instance, S-MARP-O uses the same amount of resources for user-DC lightpaths as SAF-O, while
reducing the DC-DC light-tree resource usage by 23%. Compared to the SMF approach, it can also be noticed how S-MARP-O
trades off the minimization of the overall resource usage (Fig.1(a)) for a slight increase of the total light-tree length (Fig.1(c)).

IV. CONCLUSION

This paper studies the problem of manycast and anycast routing and replica placement in datacenter networks to guarantee
user demand survivability in the presence of single link and DC failures. By considering three variations of the S-MARP
problem, we investigate the tradeoffs between the usage of network resources to support user-DC lightpaths and DC-DC light-
trees necessary to protect from link and/or DC failures. Compared to approaches that solve the routing of user-DC and DC-DC
traffic subsequently, along with finding the corresponding replica placement, the S-MARP approach is capable of obtaining
the lowest overall resource usage.
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