UNIVERSITY OF LEEDS

This is a repository copy of Fog-assisted Caching Employing Solar Renewable Energy for
Delivering Video on Demand Setrvice.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/145823/

Version: Accepted Version

Proceedings Paper:

Abdull Halim, MB, Mohamed, SH orcid.org/0000-0002-6234-1906, Elgorashi, TEH et al. (1
more author) (2019) Fog-assisted Caching Employing Solar Renewable Energy for
Delivering Video on Demand Service. In: 21th International Conference on Transparent
Optical Networks (ICTON) - IEEE. ICTON 2019 (21th International Conference of
Transport Optical Network), 09-13 Jul 2019, Angers, France. IEEE . ISBN 9781728127798

https://doi.org/10.1109/ICTON.2019.8840165

©2019 IEEE. Personal use of this material is permitted. Permission from IEEE must be
obtained for all other uses, in any current or future media, including reprinting/republishing
this material for advertising or promotional purposes, creating new collective works, for
resale or redistribution to servers or lists, or reuse of any copyrighted component of this
work in other works.

Reuse

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of
the full text version. This is indicated by the licence information on the White Rose Research Online record
for the item.

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Fog-assisted Caching Employing Solar Renewable Ener gy for
Delivering Video on Demand Service

M ohamad Bin Abdull Halim?, Sanaa Hamid M ohamed?, Taisir E. H. EI-Gorashi?, and Jaafar M. H.
Elmirghani?
! Device Development Group, Intel Microelectronics, Penang, Malaysia
2 School of Electronic and Electrical Engineering, University of Leeds, 1$2@nited Kingdom

ABSTRACT

This paper examines the reduction in brown power consumption aptennetworks and data centres
achieved by caching Videmr-Demand (VoD) contents in solar-powered fog data centers with EStoggge
Devices (ESDs). A Mixed Integer Linear Programming (MILP) model wt#iged to optimize the delivery from
cloud or fog data cergs The results reveal that for brown-powered cloud and fog data centresawithPower
Usage Effectiveness (PUE saving by up to 77% in transport network power consumptiorbeachieved by
delivering VoD demands from fog data centres. With fully renewable-guireoud data centres and partially
solar-powered fog data centres, saviogsip to 26% can be achieved when considering 25Gatar cells.
Additional saving by up to 14% can be achieved with ESTEO kWh capaciy.
Keywords. Video-on-Demand (VoD),IP over WDM networks, Cloud Data CentreSog Data Centres,
Renewable Energy, Energy Efficiency, Energy Storage Device XEMDed Integer Linear Programming
(MILP).

1. INTRODUCTION

The video traffic is estimated to have a Compound Annual Growth RABRLof 54% from 2016 to 2021
[1]. As a result, the power consumption of transport networksnign&ioud data centres and end users is expected
to massively increase. As these systane typically brown-powered, this also leads to steep ri€©emission
and operational costs due to high utilization and cooling requirements dbamsal dissipation [2]. To overcome
both issues, several greening approaches were considered in the last debaa® improving the hardware,
optimizing the routing and workload scheduling, and using renewahlerpsources [3]. The authors of [2]
considered lightpath bypassing in IP over WDM core networks tecestthe power consumption of the non-bypass
approachAs part of the outcomes of GreenTouch, a leading Information amsmDaication Technology (ICT)
research consortium with 50 industrial and academic collaborators, the W4jHk16] investigated a combination
of greening approaches for IP over WDM networks. Those inclogédal bypassing, topology optimizatigns
Mixed Line Rates (MLRs), efficient protection and sleep modes, in additionn&idesing two improvement
schemes for hardware which are the Busis$isual (BAU) improvement in equipment due to CMOS
technology advances, and BAU with further GreenTouch improvisné&he former indicated 4.23x energy
efficiency improvements compared to 2010 networks while the later irdi@itx improvements.

Optimizing the workloads and content placement to reduce the trafficearog the power consumption was
also considered to green core networks ad M-{19. In [17], the authors focused on data centre and popular
contents placement strategies and found that placing the data centres atréhefdbe network and replicating
the contents on multiple data centres according to popularity minimized theg pomsumption by 28%. 11§
and [L9], the caching of Vide@mn- Demand (VoD) contents is optimized to reduce storage and traesgpogy
consumption while considering sizes of the caches, contents popularitfea¢rditfhours and dynamic cache
contents replacement. To reduce the; @@ission coupled with the rise in brown power consumption, thefuse o
renewable resources was considered to power different networking and degalsmentsZ0]-[23)].

Different implementations such as Mobile Edge Computing (MEC), Fog Cimgp(FC), and cloudlet
Computing (CC) were recently introduced to reduce the latency of ctmaguting 4] and improve the energy
efficiency of transport network2%$]-[28]. Nano Data Centres (NaDa) were introduced?] ps a Peete-peer
(P2P) computing and storage infrastructure and energy consumgidiactions by20-30% were obtained. Using
fog data centres for smart cities was discussed3@h fo reduce core networks power consumption. The
performance and power consumption tradeoffs of using differentdatee topologies for big data computations
in fog environments was discussed 31][ In [32], the concept of integrating micro data centre (Micro-DC) into
Optical Line Terminals (OLTs) of Passive Optical Networks (PONs) was discussettitdly reduce core
networks traffic. To enhance the use of interrupted renewable sowrtiesas solar power for data centres,
optimizing the use of Energy Storage Devices (ESDs) was sugg@sled [

This work utilizes a MILP model to reduce the brown power consumpmifotransport networks when
delivering VoD contents by maximizing the use of solar energy in fog dateesewith ESDs in the access
network. The rest of this paper is organized as the following: Section 2 @&khon the system model and the
parameters used in the MILP model. The results are presented in Seetioke 3the conclusions and future work
are given in Section 4.
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Figure 1: Fog data centre caching model to assist cloud VoD services.

2. SYSTEM MODEL FOR OPTIMIZING VOD DELIVERY FROM CLOUD OR FOG DATA CENTRES

An IP over WDM network with NSFNET topology was utilized for the cogmork as shown in Figure 1.
Core nodes are equipped with MLR IP router and transponde&s aod the links have adequate EDFAs and
regenerators. IAdevices have power consumption values taken from [5] for 202Pregnt Cloud data centers
(CDCs) are pre-located in nodes 2, 3, 7, 8, and 9. In each adeeaxmetro network, composed of edge routers
and Ethernet switches (C9500-32(82]), is utilized to provide connection to the access networks. Thesacces
network is composed of OLT8%| connecting the metro network with Fog Data Centres (FDO@s)ddition to
splitters and ONUs connecting to end users. For CDCs and FDCs, riagvegkiipment power consumption is
assumed to be 30% of the servayewer B6]. The content server ir2B] which has a maximum capacity of 1.8
Gbps was considered, which allows FDCs to maximally provide 160 Ghabeout 88 servers. We considered
solar renewable energy for its suitability in fog environments within cifies.solar irradiance values in all 14
nodes were collected fror87] and an efficiency of 26.3% was considerdd] [ Each FDC is powered by brown
sources, and directly by solar cells with areas between 50 antP260additionally by stored solar energy in an
ESD (e.g. Li-ion battery) with capacities between 20 and 50 &8 IPower Usage Effectiveness (PUE) values
between 1.25 and 1.1 for FDCs and of 1.1 for CDCs wersiagemred. Consumer video traffic based on Cisco
Visual Network Index (VNI) forecast [5] was considered for the demands.

Table 1. Key Parameters for the MILP Model.

Power consumption of a metro Ethernet switch 40 Gbps pdirt [ 50 W
Power consumption of a content server per GBfk [ 2211 W
Capacity of a content servetd 1.8 Gbps
PUE of cloud data centr@UE,) 1.1
PUE of fog data centre?UEy) 1.25t01.1
Ratio to account for networking equipment power consump86h [ 1.3
Power consumption of an OLBY] 904 W
Total capacity of links between OLT and metro network 160 Gbhps
Total capacity of links between OLT and fog data center 160 Gbps
Size of solar cell per OLTS6C) 50, 100, 150, 200, 2502
Battery maximum capacityEf,,,) [39] 20-50 kWh
Charging percentage per hour and Discharging percentage peB8our [ 72.25%, and90.25%
Self-discharging per day§| 3%
3.RESULTS

A. Power consumption with brown-powered data centres:

We start by evaluating the brown power consumptR(), ) required to optimally deliver VoD demands in terms
of power consumption efficiency from brown-powered CDCs and FBi@sre 2 shows the total, per day for
different PUE, values. The results show that ®WE, of 1.25, delivering fully from CDCs is the most efficient.
As PUE; improve, the model starts to deliver partially from FDCs. WIPEH, is equivalent t;UE,, it becomes
more efficient to fully stream from FDCs as the required power cqptsomto deliver from FDCs and CDCs wiill
be equivalent, and the transport network consumption will be the factor deteythia differences i®C,,.



= P(CDC)
P(FDC)
P(access)
= P(metro)

1.95 m P(IPoverWDM)

1400 I
S 1200
1000
2 500
¢ 600
a
1.2

1.1 1.15
PUE,

Figure 2 PC, under differenPUE; values.

B. Power consumption with fully renewable-powered CDCs and reneypablered FDCs:

We now consider fully renewable-powered CDCs and FDCs Riith; of 1.1 and solar cells. FiguBa shows
the totalPC, per day when considering different sizes for the solar cellS§i@. The results indicate that savings
by up to 26% can be achieved in the transport network relative to cakerAfuily delivering from the CDCs.

C. Power consumption with fully renewable-powered CDCs and cathiegewable-powered FDCs with ESDs:
In this case we consider optimizing the streaming of VoD from otwudg data centers witRUE of 1.1 and
SSC of 250m? while optimizing ESDs usage. Figuse shows the totaPC, per day when considering different
capacities for Li-ion batteries. The results indicate that additional savings byldpat@an be achieved in the
transport network relative to case B for solar cell size of 250The increase in power savings values is due to
optimizing the direct use of solar power in the FDC or charging the ESbefaise when it is not available.
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4. CONCLUSIONS AND FUTURE WORK

This paper addressed the optimization of delivering VoD services from cldagd data centres with solar cells
and ESDs. With brown-powed data centres, the results indicate that WthE, higher thanPUE,, it is more
energy efficient to deliver partially or fully from CDCs. WhBUE, is equivalent tPUE,, it is more efficient to
deliver from FDCs. As many cloud providers utilize renewable powermlso examined the optimization when
CDCs are fully renewable powered and the FDCs are patrtially solar pov@aeitigs by up to 26% can be
achieved when considering 250° solar cells and additional saving by up to 14% can be achieved ald®n
considering ESDs with capacity of 50 kWh. Future work includes consgléhe actual networking power
consumption of different topologies for FDCs, and the storage requirearghfmpularity of VoD contents.
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