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ABSTRACT 

Data centers based on Passive Optical Networks (PONs) can provide high capacity, low cost, scalability, elasticity 

and high energy-efficiency. This paper introduces the use of WDM-TDM multiple access in a PON-based data 

center that offers multipath routing via two-tier cascaded Arrayed Waveguide Grating Routers (AWGRs) to 

improve the utilization of resources. A Mixed Integer Linear Programming (MILP) model is developed to optimize 

resource allocation while considering multipath routing. The results show that all-to-all connectivity is achieved 

in the architecture through the use of two different wavelength within different time slots for the communication 

between racks in the same or different cells, as well as with the OLT switches. 
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1. INTRODUCTION 

The traffic volumes in need of processing and transporting have massively increased in recent years due 

to the growth in using Internet- based applications [1]. Research efforts have optimized the designs of access and 

core communication networks [2]-[13] as well as the design of data centers [13]-[24] to meet the requirements of 
the increasing Internet traffic while maintaining energy-efficiency. Among other limitations and challenges facing 

current data center architectures are the high cost, high latency, low throughput, management complexity, and 

limited scalability [25]-[27].  

A new trend of research is focusing on introducing Passive Optical Network (PON) technology in data 

center networks [28]-[31]. The results in these studies discussed the ability of PON technology to provide high 

capacity, low cost, elasticity, scalability, and energy efficiency for future data centers. Passive devices such as, 

Passive Polymer Backplane, Fibre Bragg Grating (FBG) and passive star reflector are used in these architecture to 

maintain the communication between servers in the same rack [17]. 

The Wavelength Division Multiplexing (WDM) PON, Orthogonal Frequency Division Multiplexing 

(OFDM) PON are used in PON-based data center networks [29]-[32]. An WDM AWGR-based PON data center 

architecture was introduced in [24], and [33]. The wavelength assignment and routing for inter-rack 

communication is optimised in the WDM architecture to achieve all-to-all connectivity while considering a single 
path between source and destination pairs. The work in [5] introduced WDM-TDM in the architecture proposed 

in [24] by considering sharing the wavelengths among source and destination pairs by allocating time slots. 

This paper proposes the use of WDM-TDM technique in a two-tier cascaded-AWGRs data center 

architecture that considers multipath routing which is discussed in [34], [35]. Using WDM-TDM in the multipath 

two tier cascaded-AWGRs data center architecture enables building a more efficient architecture by dividing the 

available wavelength resources, into several time slots. This enables fine-granular resources assignment based on 

wavelength and time slots for the communication between the racks in different cells and between racks and the 

OLT switches.  

The reminder of this paper is organized as follows: Section 2 describes the use of WDM-TDM multiple 

access over the PON-based data center with cascaded-AWGRs. Section 3 describes the  MILP optimization model. 

Section 4 presents and discusses the results. Section 5 provides the conclusions of this paper.  

2. THE USE OF WDM/TDM OVER THE PON-BASED DATA CENTERS WITH CASCADED-AWGRS 

The two tier cascaded AWGRs in the PON-based data center architecture in [34] provides multipath 

passive connectivity between entities within the data center. Figure 1 illustrates the design of the PON-based data 

center architecture with two tier cascaded AWGRs. In Figure 1, the architecture consists of four cells and each cell 

has four racks that are interconnected through a special server. Considering WDM, the number of required 

wavelengths is equal to 2N [34], where N refers to the number of cells and OLT switches and the the size of each 
AWGR equals N×N. If intra-cell communication is not required via the two tier cascaded AWGRs, the number of 



wavelengths equals 2(N-1). For instance, the proposed architecture as depicted in Figure 1 includes 4 cells and 4 

OLT switches which means N=8. Therefore, the number of wavelengths is equal to 16 when considering intra and 

inter cell communications. When only inter cell communications is required, the number of wavelengths is equal 

to 2(8-1)=14. Intra rack communication can be achieved by employing a passive connection according to [3]. 

When considering WDM-TDM, the communication between the racks in the same cell or different cells 

as well as between racks and OLT switches can be assigned using several wavelengths and sent over different time 

slots. The special servers include a database that contains addresses of servers and the wavelength and time slot 

allocated to each rack. The special servers communicate with each other through OLT switches. Each special 

server has two links for uplink and two links for downlink, each is connected to level one of the two-tier cascaded 

AWGRs. The two-tier cascaded AWGRs routes traffic provides two paths to route traffic. The alternative path 
provides load balancing at high traffic load and resilience. 

The special server receives requests from servers and if it decides to grant the request, it replies with 

control messages to the servers that contain information about the wavelength and time slot tuning required. The 

two tier cascaded AWGRs route the source server’s traffic using the assigned route and wavelength  through the 

two tier cascaded AWGRs until it reaches the receiving server. The special servers communicate with the OLT 

switches to exchange information and update their databases. 

3. TDM-WDM MILP MODEL OPTIMIZATION 

In this section, we briefly describe the Mixed Integer Linear Programming (MILP) model we developed 

to optimize the static allocation of wavelengths and time slots in the two tier cascaded AWGR-based PON data 

center architecture. We consider an architecture that contains two cells and two OLTs due to the complexity of 

running MILP model at larger scale. Each cell has two racks, and the racks within a cell are connected to a special 

server. Two layers each with two 4×4  AWGRs are used to connect the two cells and the two OLT switches. The 

number of wavelengths needed in this case is eight wavelengths to achieve multipath routing. The MILP model 

 

Figure 1.The two tier cascaded AWGRs architecture with four cells. 

 



aims to maximize the total number of connections between the racks as well as between racks and the OLT 

switches as indicated in Equation  1. 𝛾𝑠𝑑
𝑗𝑡

 is a binary variable that is equal to 1 if source s, 𝑠 ∈ 𝐺, where 𝐺 is the set 

of all communicating entities (i.e., OLT switches and racks), and destination d, 𝑑 ∈ 𝐺  are assigned to time slot t, 

𝑡 ∈ 𝑇 where 𝑇 is the set of all time slots, and wavelength j, 𝑗 ∈ 𝑊, where 𝑊  is the set of all wavelengths. The 

optimization model considers all routing restrictions and wavelength allocation constraints to achieve the objective 

for the proposed architecture.  

                          Maximize:  ∑ ∑ ∑ ∑ 𝛾𝑠𝑑
𝑗𝑡

 

𝑡∈𝑇

,

𝑗∈𝑊𝑑∈𝐺
𝑠≠𝑑

𝑠∈𝐺

 
(1) 

4. RESULTS AND DISCUSSIONS 

The work in [34] presented a MILP model to optimize the routing and wavelength assignment for passive 

PON with 2-tier cascaded AWGRs connecting 4 cells and 4 OLT switches while considering multipath routing. 

The results indicated achieving all-to-all inter-cell/OLT communication in multipath style. The assigned 

wavelength should be shared among the servers within the cell which can lead to under-utilization of resources 

and increased latency due to blocking other servers from using that wavelength. 

This work introduces the utilization of TDM besides WDM over the passive optical networks with cascaded-

AWGRs for data centers to ensure that each rack can use a wavelength in a certain time slot. The WDM-TDM 
technology enables the racks to send/receive to/from a specific rack/OLT switch by utilizing the assigned 

wavelengths and time slots. Table 2 demonstrates the MILP model results of the wavelength and time resource 

assignment. Each rack/OLT switch uses two different wavelength to communicate with other racks and the OLT 

switches to achieve multipath routing [34] as shown in Table 2. For example, Rack 1 in cell 1 can communicate 

with OLT switch 1 by using either wavelength 3 in time slot 5 or wavelength 7 in time slot 2. 

Table 2: MILP-BASED RESULTS FOR RESOURCE ASSIGNMENT IN THE PON WITH 2-TIER CASCADED AWGRS. EACH 
PAIR ARE ASSIGNED TWO DIFFERENT WAVELENGTHS AND TIME SLOTS FOR THE COMMUNICATION. 

 

5. CONCLUSIONS 

This paper introduced the use of WDM-TDM in a two tier cascaded AWGRs data center that support 

multipath routing and presented the results of a MILP model that optimizes the allocation of wavelengths and time 
slots. The results showed that all-to-all multipath connectivity is achieved which means that each rack within each 

cell can use two different wavelengths, each in a certain time slot to communicate with other destinations. The use 

of WDM-TDM with multipath routing can lead to improvements in the resource utilization as well as it can resolve 

some of the most common issues in data centers including congestion, blockage and oversubscription. 

ACKNOWLEDGEMENTS 

The authors would like to acknowledge funding from the Engineering and Physical Sciences Research Council 
(EPSRC), INTERNET (EP/H040536/1), STAR (EP/K016873/1) and TOWS (EP/S016570/1) projects. All data 



are provided in full in the results section of this paper. The first author would like to thank the Ministry of Interior 

(MOI), Saudi Arabia for funding his PhD scholarship. 

REFERENCES 

[1] C. G. C. J. U. F. Index, "Forecast and methodology, 2016–2021 white paper," vol. 1, 2018. 

[2] J. Beals et al., "A terabit capacity passive polymer optical backplane based on a novel meshed waveguide architecture," vol. 95, no. 4, pp. 983-988, 2009. 

[3] A. A. Hammadi, "Future PON data centre networks," University of Leeds, 2016. 

[4] S. H. Mohamed, T. E. El-Gorashi, and J. M. Elmirghani, "Energy efficiency of server-centric PON data center architecture for fog computing," in 2018 20th 

International Conference on Transparent Optical Networks (ICTON), 2018, pp. 1-4: IEEE. 

[5] A. E. Eltraify, M. O. Musa, and J. M. Elmirghani, "TDM/WDM over AWGR based passive optical network data centre architecture," in 2019 21st International 

Conference on Transparent Optical Networks (ICTON), 2019, pp. 1-5: IEEE. 

[6] Z. T. Al-Azez, A. Q. Lawey, T. E. El-Gorashi, and J. M. Elmirghani, "Virtualization framework for energy efficient IoT networks," in 2015 IEEE 4th International 

Conference on Cloud Networking (CloudNet), 2015, pp. 74-77: IEEE. 

[7] H. M. M. Ali, A. Q. Lawey, T. E. El-Gorashi, and J. M. Elmirghani, "Energy efficient disaggregated servers for future data centers," in 2015 20th European 

Conference on Networks and Optical Communications-(NOC), 2015, pp. 1-6: IEEE. 

[8] X. Dong, T. El-Gorashi, and J. M. Elmirghani, "Green IP over WDM networks with data centers," Journal of Lightwave Technology, vol. 29, no. 12, pp. 1861-

1880, 2011. 

[9] X. Dong, T. El-Gorashi, and J. M. Elmirghani, "Energy-efficient IP over WDM networks with data centres," in 2011 13th International Conference on Transparent 

Optical Networks, 2011, pp. 1-8: IEEE. 

[10] X. Dong, T. El-Gorashi, and J. Elmirghani, "Use of renewable energy in an IP over WDM network with data centres," IET optoelectronics, vol. 6, no. 4, pp. 155-

164, 2012. 

[11] X. Dong, T. E. El-Gorashi, and J. M. Elmirghani, "Joint optimization of power, electricity cost and delay in IP over WDM networks," in 2013 IEEE International 

Conference on Communications (ICC), 2013, pp. 2370-2375: IEEE. 

[12] X. Dong, T. E. El-Gorashi, and J. M. Elmirghani, "On the energy efficiency of physical topology design for IP over WDM networks," Journal of Lightwave 

Technology, vol. 30, no. 12, pp. 1931-1942, 2012. 

[13] A. Hammadi, T. E. El-Gorashi, M. O. Musa, and J. M. Elmirghani, "Server-centric PON data center architecture," in 2016 18th International Conference on 

Transparent Optical Networks (ICTON), 2016, pp. 1-4: IEEE. 

[14] O. Z. Alsulami, M. O. Musa, M. T. Alresheedi, and J. M. Elmirghani, "Visible light optical data centre links," in 2019 21st International Conference on Transparent 

Optical Networks (ICTON), 2019, pp. 1-5: IEEE. 

[15] A. E. Eltraify, M. O. Musa, A. Al-Quzweeni, and J. M. Elmirghani, "Experimental evaluation of passive optical network based data centre architecture," in 2018 

20th International Conference on Transparent Optical Networks (ICTON), 2018, pp. 1-4: IEEE. 

[16] A. E. Eltraify, M. O. Musa, A. Al-Quzweeni, and J. M. Elmirghani, "Experimental Evaluation of Server Centric Passive Optical Network Based Data Centre 

Architecture," in 2019 21st International Conference on Transparent Optical Networks (ICTON), 2019, pp. 1-5: IEEE. 

[17] J. Elmirghani, E.-G. Taisir, and A. Hammadi, "Passive optical-based data center networks," ed: Google Patents, 2019. 

[18] W. Xia, P. Zhao, Y. Wen, and H. Xie, "A survey on data center networking (DCN): Infrastructure and operations," IEEE communications surveys & tutorials, vol. 

19, no. 1, pp. 640-656, 2016. 

[19] A. Q. Lawey, T. E. El-Gorashi, and J. M. Elmirghani, "Distributed energy efficient clouds over core networks," Journal of Lightwave Technology, vol. 32, no. 7, 

pp. 1261-1281, 2014. 

[20] A. Hammadi, M. Musa, T. E. El-Gorashi, and J. H. Elmirghani, "Resource provisioning for cloud PON AWGR-based data center architecture," in 2016 21st 

European Conference on Networks and Optical Communications (NOC), 2016, pp. 178-182: IEEE. 

[21] M. Fiorani, S. Aleksic, M. Casoni, L. Wosinska, and J. J. I. C. L. Chen, "Energy-efficient elastic optical interconnect architecture for data centers," vol. 18, no. 9, 

pp. 1531-1534, 2014. 

[22] L. Nonde, T. E. El-Gorashi, and J. M. Elmirghani, "Energy efficient virtual network embedding for cloud networks," Journal of Lightwave Technology, vol. 33, 

no. 9, pp. 1828-1849, 2014. 

[23] K. Bilal et al., "A taxonomy and survey on green data center networks," Future Generation Computer Systems, vol. 36, pp. 189-208, 2014. 

[24] A. Hammadi, T. E. El-Gorashi, and J. M. Elmirghani, "High performance AWGR PONs in data centre networks," in 2015 17th International Conference on  

Transparent Optical Networks (ICTON), 2015, pp. 1-5: IEEE. 

[25] L. Popa, S. Ratnasamy, G. Iannaccone, A. Krishnamurthy, and I. Stoica, "A cost comparison of datacenter network architectures ," in Proceedings of the 6th 

International COnference, 2010, pp. 1-12. 

[26] C. Kachris and I. Tomkos, "A survey on optical interconnects for data centers," IEEE Communications Surveys & Tutorials, vol. 14, no. 4, pp. 1021-1036, 2012. 

[27] Y. Cheng, M. Fiorani, L. Wosinska, and J. J. I. C. L. Chen, "Reliable and cost efficient passive optical interconnects for data centers," vol. 19, no. 11, pp. 1913-

1916, 2015. 

[28] C. F. Lam, Passive optical networks: principles and practice. Elsevier, 2011. 

[29] K. Wang et al., "ADON: a scalable AWG-based topology for datacenter optical network," vol. 47, no. 8, pp. 2541-2554, 2015. 

[30] H. Liu et al., "Circuit switching under the radar with REACToR," in 11th {USENIX} Symposium on Networked Systems Design and Implementation ({NSDI} 

14), 2014, pp. 1-15. 

[31] P. N. Ji, D. Qian, K. Kanonakis, C. Kachris, and I. J. I. J. o. S. T. i. Q. E. Tomkos, "Design and evaluation of a flexible-bandwidth OFDM-based intra-data center 

interconnect," vol. 19, no. 2, pp. 3700310-3700310, 2012. 

[32] C. Kachris and I. Tomkos, "Power consumption evaluation of hybrid WDM PON networks for data centers," in 2011 16th European Conference on Networks and 

Optical Communications, 2011, pp. 118-121: IEEE. 

[33] A. Hammadi, T. E. El-Gorashi, and J. M. Elmirghani, "Energy-efficient software-defined AWGR-based PON data center network," in 2016 18th International 

Conference on Transparent Optical Networks (ICTON), 2016, pp. 1-5: IEEE. 

[34] M. Alharthi, S. H. Mohamed, B. Yosuf, T. E. El-Gorashi, and J. M. Elmirghani, "Optimized Passive Optical Networks with Cascaded-AWGRs for Data Centers," 

in 2021 IEEE Conference on Standards for Communications and Networking (CSCN), 2021, pp. 186-192: IEEE. 

[35] M. Alharthi, S. H. Mohamed, B. Yosuf, T. E. El-Gorashi, and J. M. J. a. e.-p. Elmirghani, "Energy-Efficient VM Placement in PON-based Data Center Architectures 

with Cascaded AWGRs," p. arXiv: 2203.12761, 2022. 


