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Abstract—Automated service classification plays a crucial role
in service discovery, selection, and composition. Machine learning
has been widely used for service classification in recent years.
However, the performance of conventional machine learning
methods highly depends on the quality of manual feature
engineering. In this paper, we present a novel deep neural
network to automatically abstract low-level representation of
both service name and service description to high-level merged
features without feature engineering and the length limitation,
and then predict service classification on 50 service categories.
To demonstrate the effectiveness of our approach, we conduct
a comprehensive experimental study by comparing 10 machine
learning methods on 10,000 real-world web services. The result
shows that the proposed deep neural network can achieve higher
accuracy in classification and more robust than other machine
learning methods.

Index Terms—Deep Learning; Service; Web Services; Service
Classification; Service Discovery

I. INTRODUCTION

Software reuse is treated as a promising way to reduce the
cost of software development since last decades. Web services
provide a unified and loosely-coupled integration to reuse the
heterogeneous software components [1]]. Notwithstanding the
advancement of the service and cloud computing in recent
years, more and more high quality and reliable web services
are available in public repositories, which are the valuable
resources for software reuse [2]. Two popular web services
repositories are the standard Universal Description, Discovery,
and Integration (UDDI) registry [3|]] and APIs sharing platform.
These public repositories allow service providers to publish
services with their specification, which includes service de-
scription in natural language, service name, URL, and search
keywords (labels or tags). The key to software reuse is to
find the required services in the repositories to satisfy the
requirements based on the service specifications, which is the
primary concern in service discovery [4].

Two search approaches are widely used in service discovery
[S] [6]]. The first one is the keyword-based method. Service
consumers use several keywords to search the candidate
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services first, and then select the target service based on
descriptions. The second one is semantic search based on the
semantic web services such as WDSL-S, OWL-S, WSMO [6].
The target services are matched according to the signatures
of the service, i.e., the input and output parameters of the
services, and then validated by the formal specification of the
services [7[]. Although semantic search methods have higher
accuracy than keyword-based methods, they only work when
we provide the semantic information of all the services in
the repository as well as the semantic information in the
service query. That could be too ideal to be practical in a real-
world situation. Moreover, semantic search methods are less
efficient than keyword-based methods. Therefore, keyword-
based methods are the first choice of most cases in practice.

The success of keyword-based searching highly relies on
the quality of service keywords, which are manually assigned
by developers. However, the assigned keywords are not always
reliable and adequate. This is mainly because the developers
may have the difficulty in choosing the best keywords from a
large candidate pool, and lack the knowledge of all candidates.
The limitation of manual keyword assignment creates the need
for automated keyword prediction and tag recommendation
through machine learning methods.

In this paper, we present a novel end-to-end deep neural
network ServeNet for web service classification. It can auto-
matically abstract low-level representations from service name
and service description to high-level features respectively and
can merge the high-level features to unified features for service
classification. The experiment results demonstrate that the
proposed ServeNet achieves higher top-5 accuracy and top-1
accuracy than other machine learning methods.

The contributions of this paper are summarized as follows:

« A novel end-to-end deep neural network ServeNet is pro-
posed. It can not only automatically abstract the features
from service description like the original ServeNet [8]] but
also the features from service name, and then merge them
into unified features without feature engineering and the
length limitation of service name and description.



o The proposed ServeNet solves the sparse and context-
independent issues in the original ServeNet by introduc-
ing the dynamic embedding on mini-batch sets.

o We demonstrate that the new proposed ServeNet archive
the higher accuracy than other machine learning methods
for service classification on 50-category benchmark.

The remainder of the paper is organized as follows: Section
2 introduces the related work and the details of comparison
between the original ServeNet and the new proposed ServeNet.
Section 3 provides the architecture of ServeNet. Section 4
presents the evaluation of ServeNet and the benchmark with
other machine learning methods. Section 5 concludes the paper
and proposes the future work.

II. RELATED WORK

Service classification and service tag recommendation are
to predict the keywords or categories of web services. We
treat them as the same problem in this paper. We review
the conventional machine learning methods first and then
compare the state-of-the-art deep learning methods with the
new proposed approach for service classification.

A. Conventional Machine Learning Methods

There are several works using conventional machine learn-
ing methods to automatically predict the keywords (tags) of
services. The work [9] clusters services using Web Services
Description Language (WSDL) documents and predicts (en-
richs) the tags according on the tags of other services in the
same cluster. The work [10] [11] compared several machine
learning methods such as Naive Bayes [12f, Support Vector
Machines (SVM) [13]], k-Nearest Neighbors (kNN) [14] and
C4.5 [15] for service classification on 7 categories. They
show that SVM has the best accuracy than other machine
learning methods. The work [16] adopts ensemble schemes
by combining the classifiers among Naive Bayes, KNN, and
C4.5 based on service description and WSDL. By integrating
Latent Dirichlet Allocation (LDA) [17] with SVM for feature
extractions, the work [18|] shows that LDA-SVM model can
reach around 90% accuracy on 10 categories. However, when
predicting web services that contains multi-labels, only less
than 50% accuracy can be achieved [19] [20].

The current work of service classification heavily relies
on the quality of feature engineering. Feature engineering
takes advantage of human ingenuity and prior knowledge
to compensate for the weakness of inability to extract and
organize the discriminative information from the data [21]],
which is normally both difficult and expensive.

B. Deep Learning

Deep learning is provided as a promising alternative which
can automatically abstract low-level representation from raw
data to high-level features without feature engineering [22]. It
has been successfully applied to many fields such as image
and text classification even with a large number of categories.
For example, deep Convolutional Neural Network (CNN) [23]]
can achieve less than 5% top-5 errors of 1000 categories

on ImageNet dataset [24]. For text classification problems,
deep neural networks have achieved great success as well.
The Recurrent Neural Networks (RNN) and Long Short-Term
Memory (LSTM) have been widely used in text processing,
they have the good performance for learning and processing
the representation of text [25]. CNN has also been applied to
text classification problems [26]]. Especially when integrating
with the recurrent model, recurrent-CNN can achieve better
performance [27]. Recurrent-CNN proposed a new context-
based RNN with one-dimensional (1-D) convolution layer
[28]]. C-LSTM [29]] stacks the one-dimensional (1-D) con-
volution layer with LSTM layer. In our previous work [8]],
ServeNet stacks 2-D CNN with Bi-directional LSTM (Bi-
LSTM) for automated feature extraction. The 2-D CNN can
extract not only local features between adjacent words but
also the small regions (word stem) inside of words than 1-
D CNN. Bi-LSTM can extract sequential features from both
past and future. The stacked 2-D CNN and Bi-LSTM makes
ServeNet achieve better performance on the benchmark. In
short, all of the stacked convolutional and recurrent neural
networks can achieve the best accuracy of classification on
their benchmarks, because they can extract not only local
features between adjacent words through convolution layers
but also global features (long-term dependencies) of sentences
by recurrent layers.

TABLE I: ServeNet (Original) vs ServeNet

ServeNet (Original) ServeNet

Service Name

lopugEarametcy Service Description

Service Description

Input Length < 110 words Arbitrary
Embedding Method  Fixed Embedding (GloVe) Come"t'a:]v;g;%mbedd‘“g
S Fixed-length Padding Dynamic Padding
Padding on all services on Mini-batch
. Remove Services L
Rataset (Description > 110 words) Al Sariless
Accuracy 88.40% 91.13%

The related deep learning methods and original ServeNet
in our previous work have serval problems. 1) They only use
service description to classify web services, i.e., they do not
use any other information in service specification for classifi-
cation task. 2) They use context-independent embedding [30]]
(e.g. Word2Vec and GloVe) to encode the web services, that
makes each word of service description embedded as a fixed
vector without considering the position in a sentence. 3) They
use zero batch padding to pad all the descriptions of web
services to the same length, it will lead dataset sparse when
the dataset contains a few long sentences. To alleviate the
imbalance problem, the input length of service description is
limited to 110 words and any service is removed from dataset
when the length of the service description is above 110 in the
original ServeNet.

The new proposed ServeNet solves above problems. 1) It
can not only abstract the features from service description but
also the features from service name, and then automatically
merge them into unified features. 2) It adopts Bidirectional En-



coder Representations from Transformers (BERT) [31]] for dy-
namic context-dependent word embedding of on both service
name and service description. BERT is a context-dependent
word embedding method, which can generate different word
embedding for a word that captures the context of a word - that
is its position in a sentence. 3) The easier but inefficient way
to make model accept arbitrary length input is set (BatchSize
= 1) in both training and testing phases, because LSTM and
BERT models can accept arbitrary time steps for inputs. To
achieve high efficiency in training, we use mini-batch padding
to pad service description and name to the same length when
the services are in one mini-batch. In meanwhile, ServeNet
computes the embedding mask for the inputs, which can
indicate the valid information of sentences. The summary of
the comparison between the original ServeNet and the new
proposed ServeNet is shown in Table [l

In short, the new proposed ServeNet can automatically
extract features separately from service name and description
in arbitrary length, then merge them as unified features, and
finally predict the service category. This new design archi-
tecture makes ServeNet archive the highest accuracy on the
benchmark.

III. SERVENET

The architecture design of a neural network is the key
to apply deep learning to domain-specific problems. In this
section, we introduce the architecture of the proposed deep
neural network ServeNet as well as its hyper-parameters.

A. ServeNet Architecture

The proposed deep neural network ServeNet contains four
parts: a) service description embedding and its feature extrac-
tion, b) service name embedding and its feature extraction, c)
feature merging, and d) task layers. The structure overview of
ServeNet is shown in Fig.

1) Service description embedding and feature extraction:
The architecture of this part is almost same as the original
ServeNet [8|]] except using BERT model as the embedding
layer, which is a pre-trained language model and can transform
a word of description to a n-dimensional vector according to
the contexts of words. In addition, we use dynamic padding
to each mini-batch set for accepting arbitrary length of inputs.
The services of each mini-batch set are dynamically padded
to the same length nLen (nLen is the max length in the mini-
batch). Note that by providing a sentence, BERT can output
two types of embedding: a) fert_poot €mbeds a sentence to a
vector, it is used to embed a short sentence, in which no further
feature extraction are required and b) fyert_seq €mbeds each
word of a sentence to a vector, which outputs a embedding
matrix. This matrix keeps the order and representation of each
word, further feature extraction can be done based on this
matrix if needed. In this paper, we use fiert poot to embed
service name and fyert_seq to embed service description.

The embedding layer of service description outputs a nlen
by n description matrix e for the next layer. We assume that

x1 is the description of a service. The embedding of service
description fpert_seq can be defined as:

€= fbert_seq (xl)

Same as the original ServeNet, the new ServeNet also adopts
the stacked 2-D CNN and Bi-LSTM for feature extraction of
service description. Therefore, the output feature h; of service
description is:

hl = flstm : fcnn(e)

2) Service name embedding and feature extraction: BERT
not only can output a sequential embedding matrix but also
can output an embedding vector for a sentence. The service
name usually contains a few words, the further complex
feature extraction are not necessary. After getting the vector
embedding of service name from BERT output, we use a fully
connected neural network fs,; with activation function tanh
for feature extraction. We assume that x5 is the name of a
service. The embedding and feature extraction of a service
name can be defined as:

h2 = ffull ' fbert_pool(xQ)

3) Feature Merging: After retrieving the feature vectors of
service description h; and service name ho, we merge them
into a unified feature. The lengths of those features are same
in the proposed architecture, we adopt simple vector addition
for feature merging. The output of feature merging is:

h=hy+ hs

4) Task layers: The task layers do the final classification
task. It contains a fully connected feed-forward neural network
fre, which inputs high-level representation h from feature
extraction layers and outputs a service classification [:

L= fre(h)

fte contains two fully connected layers with activation func-
tion o1 and oy. Each layer computes a;4; by the weight W,
bias b;, and the output a; from the previous layer:

Aiy1 = O‘(Wi * a; + bl)

where o7 is the tanh function and o is the softmax function
that computes the probability of each category.

In short, ServeNet takes service description x; and service
name zo as input, and outputs service classification :

l= ffc . (flstm . fcnn : fbert_seq(xl) + fﬁtll : fbert_pool (372))

B. Hyper-parameters

The hyper-parameters of ServeNet contains the network
configuration and training setting.
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Fig. 1: ServeNet architecture

1) Network hyper-parameters: We choose the pre-trained
BERT model (bert_en_uncased_L-12_H-768_A-12) from Ten-
sorflow Hu['| which transforms each word of service descrip-
tion and service name into a 768-dimension vector. ServeNet
contains two convolution layers and one bidirectional LSTM
layer. The first convolution layer has 32 filters with kernel size
3 by 3, the second convolution layer has 1 filter with kernel
size 1 by 1. The hidden state of LSTM is a 1024-dimension
vector. The task layer contains 50 nodes with an activation
function softmax to compute the probabilities of each category.
To avoid over-fitting, we add a dropout layer between every
two layers of ServeNet with drop probability (rate) 0.1.

2) Training hyper-parameters: ServeNet adopts the cate-
gorical cross-entropy as the loss function. The Adam optimiza-
tion algorithm is used for training with the learning rate 2e-5,
betal 0.9, beta2 0.999, epsilon=1e-6, and learning decay 0.01.
The total epoch number is 20 with batch size 64. The hidden
state of LSTM and all bias are initialized to zero. Xavier
normal initializer is used to initialize the kernel parameters
except the task layer initialized by Truncated normal initializer
with the standard deviation 0.02.

IV. EVALUATION

In this section, we introduce the service dataset, evaluation
metrics, and the evaluation results of ServeNet, which includes
the comparison results with other machine learning methods.

A. Service Dataset
1) Service Collection: Web services are collected from
API sharing platfor which includes all types of service

Uhttps://tthub.dev/tensorflow
Zhttp://www.programmableweb.com

such as SOAP, REST, RPC, and gRPC. Over 84% services
are REST style. Less 8% services are in SOAP style, which
makes the additional WSDL hard to be retrieved for service
classification. Service specification provided by API sharing
platform includes ftitle, description, endpoint, homepage, pri-
mary category, secondary categories, provider, SSL support,
and etc. We implement a web crawler through web browser
automation tool Seleniumf| to collect services and store them
into a service dataset WSDataset in CSV format.

The original WSDataset contains 15344 services. We clean
the dataset to exclude the services of which the title, de-
scriptions or catalogs are empty. After this basic cleanup, the
dataset remains 15340 services with 401 categories, each ser-
vice is specified by 20 descriptors. In this paper, we only take
service descriptors - fitle, description and primary category
into account. To prevent ambiguity, we define fifle as service
name, description as service description, primary category
as service classification. Note that service classification and
category are exchangeable concepts in this paper.

2) Service Category Amalysis: After counting and rank-
ing the number of services in each category, we found the
maximum category is Tools, which contains 767 services,
while the minimum categories are categories with only one
service, which are one-shot categories. Moreover, only 41
categories contain the number of services greater than 100, and
217 categories (more than the half of categories) contain the
number of services less than 10. In short, the service dataset is
extreme imbalance. In this paper, we eliminate the one-shot,
few-shot, small size categories and keep big size categories to
make dataset more balance. Note that the top 50 categories
include Other category. We do not add the removed services

3https://www.seleniumhg.org
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into this category because it will make dataset imbalance. After
this processing, service dataset contains 10943 services with
50 categories.

3) Trainning and testing data selection: Data selection
is an important step of dataset pre-processing. There are
several methods available, such as random selection and k-
fold cross-validation. In order to apply the suitable method to
service classification on 50 categories, we make a comparison
experiment on a) 10-time random selection, b) 10-fold cross-
validation, c) 10-time random selection by keeping the same
percentage on each category, and d) 10-fold cross-validation
by keeping the same percentage on each category through
the classical text classification method Naive-Bayes on Top-5
accuracy Note that the explanation of Top-5 can be see in the
next subsection.

TABLE II: Comparison of data selection methods

Splitting method Accuracy_ M Accuracy_V
Random selection 73.2363 0.0189
10-fold cross-validation 74.6075 0.0359
Random selection by category 75.6914 0.0035
10-fold cross-validation by category 74.8000 0.0150

* Accuracy_M stand for the mean values of the accuracies on testing
set. Accuracy_V stand for the standard deviation of the accuracies
on testing set. The unit of the value is the percentage.

We compute each mean value and standard deviation of
the accuracy on the training set and the testing set in Table
The result shows that the accuracies are close. Random
selection by keeping the same percentage on each category
reaches the highest accuracy and the lowest standard deviation
on both training and testing sets. Because the service dataset
is small and imbalanced, random selection cannot make the
training set and test set conform to the same distribution on
the small size categories. Even worse for some categories, the
training set is smaller than the testing set. Random selection by
category can keep the same proportion of training and testing
data on each category, which can improve the accuracy of
classification. Therefore, random selection by category is used
to data selection. The training set contains 8733 services. and
testing set includes 2210 service. We use them to train and
test the proposed model and other machine leaning methods.

4) Dynamic Padding on Mini-batch: The original ServeNet
uses the fixed-length padding to pad all the descriptions of
web services to the same length, it will lead dataset sparse
because the length of description in service dataset is an
imbalance. To alleviate this problem, the input length of the
service description is limited to 110 words. All the service
with service description (> 110 words) will be removed from
the dataset. However, this approach sacrifices the extensibility
in practice. In this paper, we use dynamic padding to each
mini-batch for accepting arbitrary length of inputs, because
LSTM and BERT can accept arbitrary time steps in one batch.
Compared with the easier but inefficient way to make model
accept arbitrary length of inputs by setting BatchSize = 1 in
both training and testing phases, we first sort service in terms
of the length of the service description and then we embed the

services in each mini-batch to the same length nlLen, which
is the max length in a mini-batch set. In addition, we replace
the input shape of ServeNet from (maxLen, ) to (None, ) in
TensorFlow source code. After these processing, our proposed
ServeNet can accept arbitrary length inputs without losing
training efficiency.

B. Evaluation Metrics

Top-N accuracy is used to evaluate a classification model.
For example, Top-1 accuracy is usually used to evaluate a bi-
nary classification model. A multi-classes classification model
(classes > 10, e.g., ImageNet) uses Top-5 evaluation metrics.
When providing a service with name and description, ServeNet
predicts the probability of each category in vector ;.. Top-5
prediction is correct when Top-5 predicted labels contain the
target category lug;. TOp-5 accuracy on the category c is :

Numiops_correct
Accuracy ) = —— o
top5( ) Numc

where Numiops_correcr 15 the number of correct prediction,
Num,. is the number of the service in category c. Top-5
accuracy on the whole dataset is :

by

¢ € categories

. Accuracytop5 (c)
ccuracy =  NuMopmenrine
topb N UM categories

where Num uegories 15 the number of the categories in the
dataset. Top-1 accuracy is similar to Top-5 accuracy, except
the correct prediction means the Top-1 prediction is the same
as the target category liqrget-

C. Experiment Result and Discussion

We compare 10 machine learning methods from conven-
tional machine learning methods to deep learning models
for service classification on the proposed service dataset,
which includes Naive-Bayes, Random Forest (RF) [32f], SVM
(LDA-Linear-SVM and LDA-RBF-SVM), AdaBoost, CNN,
Recurrent-CNN, LSTM, BI-LSTM, and C-LSTM. All the con-
ventional models are implemented by scikit-learn librar and
all the deep learning models are implemented by TensorFlow.
The source codes and dataset are available on GitHubPl All
the models are trained and tested on the Dell T630 server with
Nvidia GTX1070 and Google Colalﬂ

1) Experiment Result: The experiment results are shown
in Table Note that the rank of Top-1 results is similar to
Top-5, we focus on discussing Top-5 accuracy in this paper.
CNN has the lowest accuracy 58.46%, which means that only
considering the local features between adjacent words is not
working for service classification problem. The new proposed
ServeNet can achieve the highest test accuracy on both Top-
5 accuracy 91.58% and top-1 accuracy 69.95% because it
can automatically extract features from both service name and
description with context-dependent embedding.

4https:/scikit-learn.org
Shttps://github.com/yylonly/ServeNet
Shttps://colab.research.google.com
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TABLE III: Comparison result of machine learning methods

Model Top-5 Accuracy  Top-1 Accuracy
CNN 58.46 27.60
AdaBoost 64.92 34.93
LDA-Linear-SVM 71.91 33.28
LDA-RBF-SVM 73.84 39.79
Naive-Bayes 78.94 47.74
LSTM 80.10 51.18
RF 80.25 54.29
Recurrent-CNN 84.29 60.02
C-LSTM 84.32 59.24
BI-.LSTM 86.70 60.45
ServeNet (Orignal) 88.40 63.31
ServeNet 91.58 69.95

For the conventional methods, Naive-Bayes is a simple and
well-performing model for text classification since the last
decade. It can achieve the median top-5 accuracy 78.94%
among all models. By integrating LDA, SVM can achieve
71.91% and 73.84% accuracies on linear and RBF (Radial
Basis Function) kernels respectively. We also benchmark the
ensemble methods such as boosting and bagging. AdaBoost
is a boosting method. It has 98% accuracy on the training
set, but only 64.92% accuracy on the testing set, which shows
around 30% difference, that is a low bias but high variance
model. AdaBoost can enhance a weak classifier to become
a strong classifier continuously until the prediction accuracy
of the training set reach the threshold. But it makes model
easily over-fitting on the training set. Conversely, RF is a
bagging method. It has 90% accuracy on the training set
and 80% accuracy on the testing set. It has higher bias and
lower variance than AdaBoost. This method helps to reduce
the variance to alleviate over-fitting, because bagging uses
bootstrap sampling to obtain the subsets of the dataset, then
train the base learners from the subsets of the datasets, and
finally aggregate the outputs of base learners by voting or
averaging.

For the deep learning methods, sequence models abstract
representation through time steps. They can learn global fea-
tures such as long-term dependencies from the past time steps,
which makes LSTM reach 80% accuracy on the testing set.
When stacking sequence model with 1-D CNN for learning
the local features, both Recurrent-CNN (sequence model +
CNN) and C-LSTM (CNN + sequence model) can get higher
accuracy 84.29% and 84.32% with the improvement 4%.
If we compute time steps from both past and future, Bi-
LSTM can learn the long-term dependencies, which makes Bi-
LSTM reach 86.70% accuracy. Finally, the original proposed
ServeNet uses 2-D CNNs with Bi-LSTM, it can learn both
local and global features as well as the features in small
regions inside of words (word stem). It can reach the higher
accuracy 88.40% and 63.31% among all benchmarks. More-
over, the new proposed ServeNet can use both information
from service name and description with context-dependent
word embedding. It reaches the highest accuracy 91.58% and
69.95% among all benchmarks.

The benchmark of Table[IIljonly shows the average accuracy

of 50 categories on each model. To show more details compar-
ison of the proposed model, Top-5 accuracies of all categories
are shown in Table We highlight the highest value in
each category and compute the standard deviation of the
categories for each machine learning method. Deep sequence
models have lower standard deviation between each category
and contain more categories with the highest accuracy than
the conventional machine learning methods. It demonstrates
that the deep sequence models are more robust than the
conventional machine learning methods. Our proposed model
ServeNet has the most highlighted values and lowest variance
among them.

Fig. 2: Top-5 accuracy on all categories

After analyzing the name and description of services, we
found if the categories contain clear topic features in the name
and description such as Events, LDA-based SVM has the good
performance on those categories. If the categories contain a
number of services such as Tools, Financial, and Messaging,
RF can reach the highest on those categories. Moreover,
the categories such as Social, Enterprise, Telephony, and
Government do not contain too many long-term dependencies
in the descriptions, so Naive-Bayes works well. To compare
the accuracy of all categories more intuitively, we show a radar
chart in Fig. 2] It displays a closed polygonal line for each
category. The proposed ServeNet locates in the most outside of
the radar with the maximum area, which means it has the best
performance over all other methods for service classification.

2) Limitation: ServeNet has the highest accuracy and low-
est variance in service classification problem of Fig. [2| and
Table but it still does not work well on the categories
with the limited number of data points. Besides, we found
that the failed predictions are mainly from the fact that those
service name and descriptions do not contain the information
about target categories but contain the information in other



TABLE IV: Comparison results of top-5 accuracy on each category

Service Category CNN AdaBoost ~ LDA-Linear-SVM  LDA-RBF-SVM  Naive-Bayes LSTM RF Recurrent-CNN  C-LSTM  BI-LSTM  ServeNet(Original)  ServeNet
Tools 71.23 97.95 91.10 95.20 99.32 85.62  100.00 89.04 82.88 91.78 89.04 83.78
Financial 84.62 95.38 76.15 76.94 97.69 93.85  100.00 93.08 93.85 97.69 97.69 90.41
Messaging 85.57 83.51 92.78 95.91 96.91 92.78 96.91 95.88 95.88 93.81 94.85 9333
eCommerce 100.00 88.37 82.56 88.41 94.19 100.00  98.84 100.00 100.00 100.00 100.00 100.00
Payments 87.06 80.00 85.88 90.60 96.47 88.24 91.76 97.65 95.29 92.94 96.47 95.15
Social 48.75 87.50 77.50 90.00 97.50 83.75 96.25 88.75 81.25 88.75 90.00 96.67
Enterprise 55.70 75.95 62.03 65.80 96.20 63.29 94.94 69.62 74.68 81.01 87.34 90.70
Mapping 59.70 82.09 82.09 86.61 97.01 86.57 92.54 83.58 92.54 91.04 97.01 95.45
Telephony 54.39 82.46 80.70 63.22 100.00 92.98 84.21 96.49 89.47 84.21 92.98 94.87
Science 78.18 74.55 72.73 7272 89.09 94.55 89.09 98.18 96.36 92.73 98.18 80.00
Government 83.64 81.82 78.18 7271 94.55 89.09 74.55 94.55 92.73 92.73 89.09 89.66
Email 68.75 70.83 70.83 83.32 97.92 93.75 91.67 93.75 91.67 91.67 91.67 98.04
Security 36.17 72.34 59.57 61.72 68.09 74.47 59.57 82.98 7234 85.11 8723 94.12
Reference 25.53 80.85 65.96 66.00 78.72 63.83 36.17 55.32 59.57 53.19 82.98 89.47
Video 74.47 89.36 87.23 89.41 97.87 97.87 97.87 100.00 97.87 97.87 97.87 70.59
Travel 62.22 71.11 77.78 91.12 86.67 88.89 86.67 95.56 100.00 97.78 88.89 97.56
Sports 74.42 69.77 74.42 60.50 79.07 93.02 79.07 95.35 97.67 95.35 95.35 100.00
Search 18.60 69.77 62.79 69.83 79.07 58.14 69.77 60.47 58.14 74.42 83.72 7222
Advertising 54.76 76.19 76.19 78.62 83.33 83.33 80.95 90.48 88.10 88.10 76.19 100.00
Transportation 76.19 73.81 7143 64.32 85.71 83.33 76.19 92.86 100.00 97.62 92.86 55.17
Education 43.90 58.54 60.98 63.42 60.98 85.37 82.93 90.24 90.24 87.80 95.12 95.45
Games 48.72 64.10 71.79 74.43 87.18 76.92 89.74 94.87 87.18 82.05 89.74 100.00
Music 64.86 7297 72.97 67.62 86.49 86.49 91.89 94.59 100.00 97.30 91.89 100.00
Photos 57.14 54.29 68.57 80.00 82.86 85.71 88.57 91.43 94.29 94.29 97.14 91.30
Cloud 39.39 72.73 45.45 48.51 66.67 81.82 87.88 84.85 78.79 81.82 84.85 90.00
Bitcoin 78.57 89.29 82.14 82.12 85.71 100.00  96.43 96.43 89.29 100.00 92.86 96.30
Project Management 32.14 53.57 64.29 53.62 82.14 64.29 71.43 75.00 82.14 64.29 85.71 82.61
Data 35.71 17.86 25.00 28.62 17.86 42.86 10.71 42.86 50.00 42.86 64.29 90.91
Backend 37.04 2593 37.04 59.31 40.74 48.15 29.63 70.37 70.37 74.07 66.67 85.19
Database 2222 33.33 25.93 29.63 14.81 37.04 18.52 44.44 44.44 62.96 59.26 96.81
Shipping 69.23 69.23 80.77 76.93 80.77 84.62 96.15 96.15 96.15 96.15 96.15 84.21
Weather 56.52 91.30 82.61 87.00 86.96 95.65 95.65 91.30 91.30 91.30 91.30 100.00
Application Development ~ 21.74 21.74 39.13 21.71 13.04 56.52 8.70 69.57 78.26 82.61 82.61 93.10
Analytics 26.09 4348 43.48 5221 13.04 43.48 30.43 60.87 39.13 91.30 82.61 62.50
Internet of Things 13.64 54.55 54.55 54.52 59.09 68.18 54.55 54.55 7273 36.36 59.09 92.77
Medical 23.81 5238 57.14 47.62 19.05 95.24 31.25 100.00 90.48 85.71 100.00 94.12
Real Estate 42.86 52.38 71.43 90.53 61.90 76.19 85.71 80.95 80.95 76.19 90.48 96.08
Events 23.81 7143 95.24 95.21 5238 71.43 85.71 90.48 85.71 85.71 95.24 98.04
Banking 80.00 45.00 70.00 85.00 65.00 95.00 80.00 90.00 80.00 100.00 85.00 87.66
Stocks 89.47 78.95 94.74 94.72 89.47 100.00  94.74 100.00 94.74 100.00 94.74 95.00
Entertainment 10.53 15.79 31.58 26.31 21.05 63.16 21.05 63.16 73.68 68.42 73.68 64.29
Storage 21.05 57.89 73.68 63.22 31.58 68.42 73.68 78.95 78.95 78.95 73.68 91.95
Marketing 37.50 43.75 50.00 62.50 18.75 81.25 75.00 87.50 68.75 81.25 75.00 95.45
File Sharing 50.00 62.50 68.75 43.82 56.25 62.50 68.75 81.25 75.00 87.50 87.50 86.27
News Services 25.00 37.50 62.50 68.80 37.50 56.25 50.00 75.00 81.25 87.50 81.25 98.33
Domains 56.25 81.25 87.50 81.20 75.00 75.00 75.00 87.50 93.75 87.50 87.50 96.42
Chat 68.75 37.50 93.75 75.00 62.50 81.25 68.75 100.00 93.75 93.75 93.75 84.31
Media 31.25 31.25 37.50 37.50 6.25 50.00 31.25 68.75 81.25 87.50 75.00 94.16
Images 26.67 33.33 40.00 53.30 20.00 5333 46.67 5333 5333 53.33 53.33 88.24
Other 55.17 17.24 24.14 31.00 0.00 27.59 3.45 37.93 31.03 62.07 62.07 88.57
o 23.50 2245 19.35 20.09 30.96 18.34 27.98 16.86 16.60 14.89 11.69 10.00

categories. One possible way is to invent a more advanced
model to enable the neural network to discover those conflicts.
But the more efficient way is to collect more high-quality data
in practice. Transfer learning is another a promising method
for dealing with the small data problem between relevant do-
mains. Although web services and Apps are different concepts
of software development. In details, web services are reusable
APIs in the level of software development. Apps are products
for the end-users. App stores such as Apple and Android
contains more data points with App name, description, and
categories. We can pre-train a model on App dataset and then
transfer it to the service classification problem, which will be
a good direction to improve our work.

V. CONCLUSION AND FUTURE WORK

In this paper, we introduce a novel deep neural network
ServeNet to predict the service categories from service spec-
ifications. ServeNet can automatically extract features from
service name and description, then merge them into unified
feature, and finally predict service classification. ServeNet
is trained and tested on 10943 services with 50 categories.
The benchmark demonstrates that ServeNet is robust and can
achieve the best performance (Top-5 accuracy 91.58% and

Top-1 accuracy 69.95%) than other machine learning methods.
Although ServeNet has higher prediction accuracy than other
machine learning methods, there are still spaces to do more
work to improve the model based on this paper.

In the future, we consider to utilize more information from
service signature such as the input and output parameters
of services as well as other related deep learning models
from application classification tasks to enhance this work.
As noticed, the collected service dataset contains more than
400 categories, we consider to extend the task of services
classification from 50 categories to 400 categories. In addi-
tion, we plan to integrate service classification with service
refinement [33]] to facilitate the development of web services.
Moreover, our previous work present an approach [34] and a
CASE tool RM2PT [35] to automatically generate prototypes
from requirements models. Service discovery with automatic
classification can enhance and tackle failures of the prototype
generation by matching the non-executable requirements to
a available web services. In addition, by integrating require-
ments validation through automatic prototyping [36], we can
directly generate an implementation of web services from
the validated requirements models. That will enhance the
reliability and reduce overall cost of the development of web



services. We believe our work can facilitate more research
work in the related topics of service computing and other fields
of software engineering.
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