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Abstract—The advent of cloud computing and Internet of
Things (IoT) has deeply changed the design and operation of
IT systems, affecting mature concepts like trust, security, and
privacy. The benefits in terms of new services and applications
come at a price of new fundamental risks, and the need of
adapting risk management frameworks to properly understand
and address them. While research on risk management is an
established practice that dates back to the 90s, many of the
existing frameworks do not even come close to address the
intrinsic complexity and heterogeneity of modern systems. They
rather target static environments and monolithic systems thus
undermining their usefulness in real-world use cases. In this pa-
per, we present an assurance-based risk management framework
that addresses the requirements of risk management in modern
distributed systems. The proposed framework implements a
risk management process integrated with assurance techniques.
Assurance techniques monitor the correct behavior of the target
system, that is, the correct working of the mechanisms imple-
mented by the organization to mitigate the risk. Flow networks
compute risk mitigation and retrieve the residual risk for the
organization. The performance and quality of the framework
are evaluated in a simulated industry 4.0 scenario.

Index Terms—Risk Management; Assurance; Network Flows;
Security; Testing

I. INTRODUCTION

From the original launch of cloud computing and IoT,
more than 10 years ago, technology has rapidly progressed
and several aspects of cloud/IoT came to maturity entering
commercial offerings. Current systems increasingly move from
a centralized approach where computations are done at the
core of the network, to a hybrid scenario where analytics and
knowledge extraction are partially done at the edge near the
physical environment and sensors where data are collected. A
wealth of new services in different domains, such as smart
vehicles, smart buildings, e-health, are distributed on the basis
of data collected and computations done by devices.

The huge step forward in terms of new applications and
services does not found a counterpart in non-functional as-
pects, being security and safety still bound to solutions that
are proper of traditional distributed systems [1]. This scenario
introduces new fundamental risks and the need of revisiting
existing risk management frameworks to accomplish the pecu-
liarities of modern environments. Some frameworks have been
developed through the years [2], though most of them fall short
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in tightly integrating adequate methodologies supporting the
claims at the basis of risk evaluation in modern environments.
They are in fact designed for static environments, where risk
mitigation is done once and never refined, mostly targeting
monolithic systems with fixed architectures. They implement
a risk assessment process that is more an art than a science,
impairing its effectiveness in complex and dynamic environ-
ments. In other words, risk must be properly validated to avoid
a false sense of security [3] and incidents with disastrous
consequences [4].

Our paper aims to fill in the above gaps by defining an
assurance-based risk management framework. The framework
implements a qualitative and adaptive process grounded on
standard risk management practices, supporting an “helicopter
view” of the organization risk posture against its risk require-
ments. It is centered around the concept of non-functional
properties as the primary source of requirements. It also
provides an assurance-based approach where the overall risk
is weighted on the specific behavior of each mechanism
implemented by the organization to mitigate it. In a nutshell,
our approach supports a process where large and complex or-
ganizations can evaluate their risk on the basis of the assurance
results regarding the strength of the implemented mechanisms.
It also supports the organization compliance against internal
and external stakeholder expectations.

The contribution of this paper is threefold. We first ex-
tend standard risk management frameworks with an approach
centered around non-functional properties, where properties
model the expected behavior of the system under evaluation
for risk mitigation. We then model the problem of risk
mitigation as a flow network. We finally introduce an end-
to-end approach integrating risk management and assurance
techniques. The latter are used to monitor the status of the
implemented mechanisms and their properties, thus supporting
run-time risk evaluation.

The remainder of this paper is organized as follows. Sec-
tion II presents the requirements for a risk management
framework for modern distributed environments and our ref-
erence scenario. Section III introduces our risk management
framework, while Section IV presents the flow network-based
methodology for risk assessment and mitigation. Section V
describes the integration of assurance techniques within the



framework in Sections IIl and IV. Section VI presents an
experimental evaluation of our approach, discussing its per-
formance and quality in our reference scenario. Section VII
describes related work. Finally, Section VIII draws our con-
clusions.

II. REQUIREMENTS AND REFERENCE SCENARIO
A. Requirements

The advent of cloud, edge, and IoT has revolutionized the
architecture of distributed systems and the working of their
processes [5], pushing for new security and safety approaches.
Among them, the role of risk management stands out as a
means to increase system robustness and user awareness, on
one side, and to drive a cost-effective strategy for minimizing
the impact of the observed risks, on the other side. Based on
the work in [1], [3], [6], we identify the main requirements a
risk management framework for modern distributed environ-
ments has to address (MUST/SHOULD) as follows.

« Standardized approach: it MUST follow well-estab-
lished standards, guidelines, and best practices (e.g., [ISO
31000 [7], NIST SP800-30 [8]).

« Consistent and unified: it MUST adopt consistent pro-
cesses within a comprehensive and unified framework,
ensuring that risk is managed effectively, efficiently, and
coherently across an organization.

o Abstraction: it SHOULD support the abstraction of
entities involved in the risk management process [1]. In
turn, it SHOULD unleash a general approach not bound
to any particular domains, permitting a wide applicability.

« Scalability: it MUST support a scalable qualitative risk
management regardless of the size and complexity of the
organization.

« Automation: it SHOULD support parametrization and
automation of different phases of its execution [1].

« Ranking: it MUST provide simple yet intuitive indicators
measuring the results of the risk management framework
with respect to the risk criteria of the organization.

« Assurance integration: it MUST integrate the risk man-
agement process with assurance techniques. Assurance
techniques evaluate the effectiveness of the countermea-
sures operated by the organization to minimize the risk
and enable a realistic view thereof [3].

« Continuous Process: it SHOULD support a continuous
risk management process, enabling prompt reactions to
any change in the organization and implemented coun-
termeasures.

« Propagation: it SHOULD manage risk propagation be-
tween resources, under the assumption that, in case an
adverse event happens, its impact propagates to different
resources [6].

To the best of our knowledge, no risk management frame-
works address the above requirements (see Section VII for a
detailed analysis). In other words, there are no standardized
and consistent approaches retrieving a ranked and assurance-
based realistic view of risk in organizations of any size.

Application and
business layers

Middleware

Middleware layer

Network Communication layer
, - \/ N // - N
\ .
 Press. ' ! Temp. . Hum. ' Perception layer
N / N ’/ /
— Plant

Figure 1. Reference Scenario Architecture.

B. Reference Scenario

Our reference scenario is an industry 4.0 manufacturing
company, implementing the S-tier IoT architecture in Fig-
ure 1 [5], [9], [10]. The manufacturing company deploys
a number of sensors and actuators, such as temperature,
humidity, pressure, infrared, and proximity, at the perception
layer. These devices collect relevant data in their proximity
and forward them to other layers for processing. The com-
munication infrastructure is built at the network layer (also
known as communication layer). It is based on traditional
networking technologies (e.g., 3G, 4G, 5G, WiFI, infrared)
and supports the transfer of data collected at the perception
layer to the middleware layer. The latter is where data are
persisted, transformed, and analyzed. The application layer
then runs the manufacturing process on the basis of the data
received by the middleware layer. The business layer finally
manages the manufacturing process analyzing collected results
and planning improvements on the overall process. Business,
application, and middleware layers are deployed in the cloud.

Security and safety are fundamental requirements in this
scenario, including the traditional Confidentiality, Integrity,
Availability (CIA) triad. The organization must ensure confi-
dentiality of those sensors data (e.g., pressure) that are a com-
pany trade secret. The organization must then ensure integrity
of sensors data (e.g., temperature and humidity), to guarantee
a proper monitoring of the manufacturing environment and
ensure high quality of the products. Finally, the organization
must ensure system and data availability, to enable proactive
maintenance of equipments, avoiding unexpected downtime
and physical harm to personnel of the organization.

Risk assessment and treatment in our reference scenario
must be driven by the requirements in this section. Given the
complexity of the system, they require a scalable framework,
prone to automation and consistent in all steps, without forcing
to particular choices. The organization must also trust the
results, meaning that rankings produced by the framework
ground on facts and informed decisions can be taken over
them.



Table 1
TERMINOLOGY

Term Symbol Description

Asset A An asset, tangible or intangible, that is valuable for the organization [11]

Non-functional property p A non-functional requirement to be proved on an asset

Impact Z(a,p) A function expressing the impact of the lack of p on A

Threat t An event with undesired consequences [11]

Likelihood L"E Ap) A function expressing the likelihood of ¢ to become an actual attack against (A, p)

Risk (A, p,t) A risk affecting the organization

Risk value REAJ’) The value of risk (A, p,t)

Total risk per asset and property (Ap) The sum of the risk values affecting A under p

Total risk per property P The sum of the risk values under p

Risk treatment The process of deciding what to do with the identified risks

Risk mitigation A risk treatment approach, where risks are mitigated by mechanisms

Mechanism m A countermeasure mitigating a risk

Mechanisms mitigating risk 0(A,p) The set of mechanisms mitigating risk affecting (A, p)

Expected mitigation degree Sp(m) A function expressing the degree to which m is expected to mitigate a risk under p

Flow network Gp The flow network for property p

Mitigated risk The amount of risk an organization can mitigate under p

Maximum flow f The maximum flow passing on Gp, corresponding to the mitigated risk under p

Residual risk The amount of risk an organization cannot mitigate for p, corresponding to the difference between the
sum of the assets’ total risk and mitigated risk for p

Property hierarchy (P, =p) A hierarchy representing the possible configurations of non-functional properties

Assurance Model (p,m, {tc;}) A model driving the evaluation activities aimed to prove support for p on m according to test cases
{tei}

Adjusted mitigation degree Sp(m)’ The adjusted risk mitigation degree of m under p resulting from assurance evaluation

Adjusted flow network g;) Adjusted flow network for property p

III. RISK MANAGEMENT FRAMEWORK

Existing risk management frameworks (e.g., [7]) mostly
implement static processes, whose activities are either asset-
based or threat-based [1]. The approach in this paper ex-
tends existing solutions, implementing a risk management
framework that addresses the requirements in Section II-A.
It departs from the assumption that risk evaluation is built on
the types of countermeasures adopted to mitigate the threats
on the assets, rather considering the strength of the specific
mechanisms integrated in the system. Our risk management
framework covers both asset and threat assessments, while be-
ing centered around the concept of non-functional properties.
Non-functional properties model the behavior of the system
under evaluation and are bound to specific mechanisms used
to take the risk under control. We note that our framework is
generic and not bound to any particular implementation, and
permits to fine-tune every aspect of the process according to
the considered environment. It follows standards and best prac-
tices, implementing a four-phases process: i) asset assessment,
identifying the assets and evaluating the corresponding impact;
ii) threat assessment, identifying the threats and evaluating
the corresponding likelihood, iii) risk calculation, qualitatively
evaluating the risk based on i) and ii); iv) risk treatment,
determining residual risk. Table I presents the terminology
used throughout this paper.

A. Asset Assessment

Phase asset assessment first identifies all relevant assets
for the organization. An asset can be anything the orga-
nization thinks is valuable, tangible or intangible, as for
instance, information assets [11]. It then links each asset to
the non-functional properties it should preserve thereon. Non-
functional properties indirectly model an expectation on the

asset strength, for instance, confidentiality, integrity, and avail-
ability, and are proven on specific mechanisms implemented
by the system under assessment. For instance, an asset can be
a sensor data, a property for the asset can be confidentiality,
an encrypted storage can be a mechanism used to link the
property to the asset. This phase defines a set {(A;,p;)},
where A; is an asset and p; is a property of interest on Aj;.
Each pair (A;,p;) is assigned with a score, named impact, as
follows.

Definition 1 (Impact): Let A; be an asset and p; be a
property. The impact of the lack of p; on A; is defined by
function Z(4, .y : {A1, ..., An}x{p1, ...s pm}t—N.

The higher the impact, the higher the damage an organi-
zation would face in case p; is violated on A;. There are
several ways to conduct an asset assessment, for instance,
some security standards require to keep an inventory or a
catalog [12], [13]. Typically, it assesses several factors includ-
ing business continuity disruption, financial loss, reputation
damage, violations of laws, contracts or industry regulations,
health and safety [14]. Our framework is generic and can
support any approaches to asset assessment.

Example 1: Let us consider our reference scenario in Sec-
tion II-B. Data collected from sensors, for instance, humidity
and temperature (Apg), are important assets of the manu-
facturing company. Properties integrity (pr) and availability
(p4) should then hold, since their lack could result in a very
high damage. Assuming the impact to take values in [1,5],
Ly, pry=4 and I 4,, p,)=4. We note that confidentiality
(pc) is less relevant since the correct values of Ap; are well
known in the field, as opposite to pressure (A,) that is a trade
secret.



B. Threat Assessment and Risk Calculation

Phase threat assessment and risk calculation identifies all
possible threats affecting assets and corresponding non-func-
tional properties. A threat is any possible event with undesired
consequences [11]. This phase defines a set {(A;,p;,tx)},
where A; and p; are identified during phase asset assessment
in Section III-A, and tj is a threat. Each triple (A;,p;,t)
forms a risk, and is assigned with a score, named likelihood,
as follows.

Definition 2 (Likelihood): Let A; be an asset, p; be a
property, and ¢ be a threat affecting (A;,p;). The likelihood
that ty is exploited on (A;,p;) is defined as a function

( p5) A LAY Py o X Ryt — N

The’ higher the likelihood, the higher the risk associated
with (A4;,p;). Typically, threat assessment considers different
factors including the threat context and the scoring systems
(e.g., CVSS [15]) for software vulnerabilities [16]. Similarly
to asset assessment, we do not restrict likelihood calculation
to any particular methods. We note that this phase may require
to refine asset assessment in Section III-A, if new assets are
discovered.

Example 2: Following Example 1, two threats affect Ap;:
i) passive interference tiy due to environmental noise and
ii) active jamming tj,, due to intentional attacks. According to
our reference scenario and assuming the likelihood to take val-
ues in [1,5], a medium likelihood is estimated: £!" =3,

am t am (Anepr)
ch IAM ) =3 Lo =3 and L epa)

Eacﬁ risk trip e "is then asmgneé with a score measuring its
qualitative risk value, as follows.

Definition 3 (Risk Value): Let (A;, p;, tx) be a risk. The
qualitative risk value is defined as a function R* ipy) =
Ta i) X £, )

In the followmg, when clear from the context, we call risk
either a risk (A;, pj, t;) or a risk value R! 5 )

The total risk of an asset A under property p is then defined
according to the following equation.

Riap = Z

(A,pj,tr)€AL{T}Pp=p;
where A.{r} indicates all the risks insisting on asset A.
Similarly, the total risk under a property p;, denoted as R,
can be calculated by summing up the total risk of each
asset under such a property. Finally, the overall total risk
can be calculated by summing up the total risk under each
property. We note that operators x in Definition 3 and ) in
equation 1 follow common practices and can be replaced by
more sophisticated functions.
Example 3: Following Example 2,

t
R p,) (1

two risks affecting

asset Ap; under property pa are  (Apt, DA, Linf)
wi;h REA pa=3x4=12  and  (Ap;,pa,tam)  with
R(JI‘X‘M pA)73X4 12. We note that the whole set of risks is

discussed in Section VI-B.

C. Risk Treatment

Phase risk treatment defines a plan to cope with the iden-
tified risk in Section 3. It can include risk avoidance (e.g.,

asset removal), risk mitigation (e.g., mechanism deployment),
and risk transfer (e.g., risk insurance) [17]. Here, we focus
on risk mitigation that computes the residual risk according to
the identified risk and applied security mechanisms.

Phase risk treatment first specifies a mapping between assets
A;, properties p;, and mechanisms m; operating on them. In
particular, a function 0: (A;,p;) — {my} retrieves the set of
mechanisms mm; mitigating the risk on pair (A;, p;). Phase risk
treatment then proposes a mitigation degree as the degree to
which m; mitigates a risk on A; according to the property p;
it supports. It is formally defined as follows.

Definition 4: Let m; be a mechanism and p; be a property.
The mitigation degree is defined as a function §,,: m; —
[0,1].

We note that a mechanism m; supports a property p; iff
dp, (my) > 0. We also note that our approach departs from the
assumption that risk mitigation is an all-or-nothing approach,
where the risk is fully mitigated if the mechanism works as
expected; it is not mitigated at all, otherwise.

Example 4: Following Example 3, mechanisms {Anti-Jam-
ming, Physical Protection} mitigate the risk on (Apt,pa).
The mitigation degrees are set to d,, (Anti-Jamming)=0.8 and
dp, (Physical Protection)=0.8. The whole set of mechanisms
is discussed in Section VI-B.

IV. FLOW NETWORK-BASED RISK MODELING

The problem of finding how much risk an organization
can mitigate can be modeled and solved as a maximum flow
problem on a flow network. A flow network is a directed graph
where i) arcs have capacities indicating the upper bound to the
flow that can pass on them; ii) a flow starts from a source node
s and reaches a sink node ¢ with no dispersion [18]. We define
a flow network G, for each property p; in Section III-A, to
model the risk mitigation introduced by mechanisms m; on
each pair (A4;,p;), as follows.

Definition 5: The flow network for property p; is a triple of
the form G, =(V, F, c) where: V' = {A; }U{m,; }U{s, 1} is the
set of nodes, 1nclud1ng assets A;, mechanisms m;, source node
s, and sink node t; E = {(i,1) | i € {Ai} Al € {m} Am €
Q(Al,p]),VAl S V} U {(S, A1)7VAZ S V} U {(ml,t),le S
V'} is the set of arcs; ¢ is an arc capacity function of the form
c: E — RT, defined as:

Ra.p)) x=sANz€{A} (2a)
c(x,2) q Op;(Ma) X Ra, p,y zE{MutAz=t (2b)
0 ze{A}ANze {m} (2¢)

We note that this graph follows the standard practices for
building a flow network [19]. It contains a dummy source
s and sink ¢; the remaining nodes form a bipartite graph of
assets {A;} and mechanisms {m;} mitigating risk thereon. In
case a mechanism operates on more assets, the corresponding
mechanism node must be repeated for each asset it operates
on. The arcs connecting assets and mechanisms are drawn
according to mapping 6 in Section III-C and the current
set of mechanisms implemented by the organization under
assessment. Each asset node is also connected with source
s, while each mechanism node with sink ¢. Arc capacities are
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Figure 2. Excerpt of G, , . We report the total risk of the asset under p 4 as
R, and the mitigation degree of each mechanism under p 4 as 6. Mechanism
names have been abbreviated using acronyms.

finally set according to assets’ total risk and mechanisms’ risk
mitigation degree modeling the risk as the flow passing in the
network. The total risk ’R( A.py) associated with each asset
A, is set as the capacity of the arc connecting s with A, as
defined in equation 2a. The risk mitigation degree ), (1)
associated with each mechanism m,, multiplied by asset’s
total risk R( Avpy) that m, mitigates, is set as the capacity
of the arc connecting m, with ¢, as defined in equation 2b.
Capacities on the remaining arcs are set to co, as defined in
equation 2c, since such arcs encode only the mapping between
assets and mechanisms, while capacities are not relevant.

Example 5: Following Example 4, Figure 2 shows the
graph corresponding to property pa. It contains only asset
Apy and mechanisms Anti-Jamming and Physical Protection,
abbreviated as AJ and PP, respectively. The capacity on arc
(s, Apt) is set to 24, corresponding to the total risk of Ay
(equation 2a); the capacity on arcs (PP, ¢) and (AJ,t) is to set
to 19.2, corresponding to the total risk of Ap; multiplied by
the mitigation degree of such mechanisms (equation 2b); the
remaining capacities are set to co (equation 2c).

According to the flow network, the risk originating from s
must reach ¢ without violating capacities [19]. Hence, the max-
imum flow f on g,,j corresponds to the maximum risk under
property p; the organization can mitigate with the mechanisms
it has implemented. It can be calculated either per-asset or per-
property across all assets. Following equation 1 indicating the
total risk of an asset under a property, the total mitigated risk
of an asset A; under a property p; is:

> fAnm), 3)
my Ge(Ai,pj)

where f(i,!) indicates the amount of flow passing on arc (3, 1).
In other words, it corresponds to the amount of risk actually
flowing out of asset node A;. From equation 3, we can derive
the residual risk for an asset under a property as:

R > (A, @)

my€0(Aqi,p;)

p)

where the minuendo corresponds to equation 3.

We note that the overall residual risk can be easily computed
per-property as the difference of the sum over the total risk
of all assets and the maximum flow on the graph. Also, if all
arcs (s, A;) are saturated, then all assets’ total risk have been
mitigated, that is, no residual risk remains. Moreover, the total
amount of mitigated (residual, resp.) risk under all properties

can be computed by summing up the mitigated (residual, resp.)
risk under each property.

The process in this section can be fine-tuned, by adjusting
nodes and arcs to reflect specific use cases and alternative ap-
proaches to risk mitigation. For instance, when risk avoidance
is implemented by removing assets entailing a level of risk, the
flow network can be adapted by removing the corresponding
asset nodes.

V. ASSURANCE-BASED RISK MITIGATION

Finding how much risk the organization can mitigate is
the very first outcome of a risk management framework.
However, this activity relies on the strong assumption that
mechanisms work as expected and mitigate the risk on the
corresponding assets at their full potential. This assumption
can lead to scenarios where the residual risk is underestimated,
possibly resulting in catastrophic consequences. We relax
this assumption by coupling risk management with assurance
techniques to dynamically adjust the risk mitigation degrees,
and, ultimately, the residual risk. Assurance techniques aim to
verify the support for a non-functional property, and contribute
to consolidate and validate residual risk calculation [3], using
a two-steps process consisting of i) assurance evaluation;
ii) residual risk calculation. Assurance evaluation adjusts the
risk mitigation degree of a given mechanism in Definition 4
on the basis of the actual (set of) non-functional property it
supports. Residual risk calculation refines the residual risk in
equation 4 on the basis of the assurance evaluation outcome,
in general, and the supported property, in particular.

A. Assurance Evaluation

An assurance evaluation is a process that receives as input a
set of mechanisms and produces as output the set of properties
proven on the them, if any. The property is the means to
confirm whether the mechanism works and in turn mitigates
the risk on the asset as expected (see Section III-C).

Our approach based on assurance evaluation departs from
existing solutions where flat classes of properties are used
(such as confidentiality, integrity, and availability in Sec-
tion III-A), introducing an approach where properties are
distributed in a hierarchy [20]. Each mechanism can in fact
support a class of properties at different levels of strength, thus
affecting the degree to which it really mitigates the risk. To this
aim, each property p; is first refined with a set of attributes,
forming a pair (p;, Attr), where p; is the property name
corresponding to a class of properties and Attr is a set of pairs
(a;,v;) with a; the attribute name and v; the corresponding
value. Attributes take value in a specific domain over which a
total order relationship >, is defined, s.t. (a;, v;) >4, (s, v;)
iff v; is stronger than v;. A hierarchy of properties is then
defined as follows.

Definition 6 (Property Hierarchy): A hierarchy of prop-
erties is a pair (P,>,) where P is a set of proper-
ties (p;, Attr), and =, is partial order relationship over
P st Vpu, p2€P,pu=pp. = paD=p..D A V(ar,vx) €
Attr, py.(ak, Vi) >a, Dz (0, Vk).
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We note that (x,() is the root of hierarchy (P,>,). Each
mechanism m; induces a view over (P, >,), such that:

i) (%,0) is the root of the view;

ii) for each class of properties p; supported by my, it exists
a subtree routed in (pj, 0);
iii) for each (pj, ), all properties (p;, Attr) relevant for my
are kept in the view.
Each element p; of the view is annotated with the actual risk
mitigation degree of m; under p;, denoted as 6;_7,. Intuitively,
annotations follow the tree-like structure of the hierarchy, with
highest values in the leaves and 4.,,,=0. In other words, a
view induced by a mechanism contains all properties it can
support, where annotations indicate the actual mitigation de-
grees a mechanism supporting a specific property guarantees.

Example 6: Following Example 5, Figure 3 shows an
excerpt of a hierarchy of properties. The view induced by
mechanism Anti-Jamming is represented by the dashed box,
consisting of the subtrees rooted at properties p;y and p4.
In particular, attribute period indicates the expected uptime
guaranteed by the mechanism, and frequency protection, ab-
breviated as freq. prot., indicates the percentage of the fre-
quency spectrum where the devices operate and covered by
the mechanism. Each property in the hierarchy is associated
with a mitigation degree. For instance, the mitigation degree
of mechanism Anti-Jamming under property p;=(p4,{(period,
95%).,(freq. prot., 95)}) is J,, (Anti-Jamming)'=0.8.

The assurance process is driven by an assurance model that
specifies all the activities to be executed to prove a property
p; on a given mechanism m;. When p; is proven for my, its
mitigation degree is adjusted to reflect the observed behavior.
An assurance model is formally defined as follows.

Definition 7 (Assurance Model): An assurance model is a
triple (my, p;, {tc;}), where m is the mechanism target of the
evaluation, p; is the property whose support must be proven
on my, and {tc;} is the set of test cases used to verify the
support of p; by m;.

A property is successfully evaluated for a given mechanism
iff the evidence collected using the test cases supports it. We
note that three possible assurance evaluations can be executed
depending on the scenario, as discussed below.

C1) m; has been already proven to support p;. No activities
are needed and a risk mitigation degree is applied accord-
ing to pj;

my is released with a target property p;. A single assur-

ance evaluation is executed to prove support for p;. The

mechanism’s mitigation degree &, (m;) is adjusted with
the annotation corresponding to p; in the hierarchy, that
is, dp,(my)’s 8, (my)'=0, if it is not supported.

C3) No knowledge about m; and p; is available. An as-
surance evaluation is executed for each property in the
view induced by m; on hierarchy (P, >, ). The adjusted
mechanism’s mitigation degree d,, (m;)’ is the one of the
best supported property p; in the hierarchy.

C2)

We note that C7) is a simplification of C2) as a property
has been already evaluated, while C3) is a generalization of
C2) since, in the worst case, an assurance evaluation can be
executed for any possible properties. In the following, for
simplicity but no lack of generality, we focus on C2) that
is the approach currently used in the assurance literature [20].

B. Assurance-Based Residual Risk

The final step of our risk management framework calculates
the assurance-based residual risk. Upon executing the assur-
ance evaluation in Section V-A for all mechanisms in our
flow networks, a set of adjusted risk mitigation degrees 6 is
retrieved. New flow networks g’ _are built as in Deﬁnltlon 5.
The only difference is on the capacny function ¢ of arcs
(my,t), which is set according to the adjusted mitigation
degrees, as

6;0]’ (ml

) X Ria ®

The maximum flow on these graphs correspond to the
maximum amount of risk the organization actually mitigates,
per-asset, per-property, and globally (Section IV).

VI. EXPERIMENTS

We experimentally evaluated the performance and quality
of the proposed approach in a simulated environment. Experi-
ments have been run on a laptop equipped with an Intel® Core
17-5500U @ 2.4 GHz (2 cores, 4 threads), 16 GBs of RAM,
operating system Ubuntu 20.04 x64, Python runtime 3.8.6.

A. Performance

We evaluated the performance of our framework by mea-
suring the time needed to compute the maximum flow
on randomly-generated graphs. We used a popular Python
graph library [21] whose maximum flow algorithm runs in
O(|V|2\/|E]) [18], [22]. We generated the graphs varying the
number of asset nodes in 50, 100, 150, 200, 250, 300, denoted
as |[{A;}], and the number of mechanisms operating on each
asset in 4,8,16, denoted as |f|. We randomly chosen the
mapping between assets and mechanisms in Section III-C, the
total risk of each asset in [1,50], and the mitigation degree of
each mechanism in [0.1, 1]. Figure 4 shows that the execution
time never exceeded 0.25ms, even when considering relatively
big and dense graphs, proving that our approach is feasible
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Figure 4. Performance results. Column “AV G” indicates the overall average.

and easily applicable even to very complex scenarios. We note
that assurance cost has not been taken into account, as it is
considered a fixed cost not impacting on the performance of
risk calculation.

B. Quality

We evaluated the quality of our framework in a complete
walkthrough based on the reference scenario in Section II-B.
Table II presents the risks retrieved from phases asset assess-
ment, threat assessment, and risk calculation in Sections III-A
and ITI-B. As an example, asset Ay, is mostly affected by
threats Interference, Jamming, Spoofing or DoS, impacting on
properties p; and p4. On the contrary, asset A,, which is a
trade secret, is mostly affected by threats Eavesdropping and
Filter bypass, impacting on properties pc and p 4.

Tables III(a)-III(c) present the mechanisms resulting from
phase risk treatment in Section III-C. For brevity, we report
in the same table both the expected mitigation degree § and
the adjusted mitigation degree ¢’ resulting from assurance
evaluation. Table III(a) presents the mechanisms implemented
to protect assets Ap; and A, with respect to property pc.
They are PINs for RFID authentication, Secure Pairing and
Public Keys certificates for Bluetooth pairing. Tables III(b)
and III(c) present the mechanisms to protect assets Ap; and
A, with respect to properties p;, p4. They are Anti-Jamming
and Physical Protection to avoid signal disruptions, Code
checks at microcontroller-level, Secure Pairing and Public
Keys certificates.

We built three graphs, one for each property, to retrieve the
mitigated and residual risks according to how mechanisms are
expected to work. Then, we built the corresponding graphs
after the application of assurance evaluation in Section V-B.
Figure 5 shows the flow networks G,, and g; ,, for property
pa, where dashed circles represent those mechanisms with
changed mitigation degree. Table IV shows the results of our
approach aggregated per property, where “Without” (“With”,

Table IT

RISKS
[
Property | Asset | Z EThrf;ats j R(Z’p) R(A,p)
avesdrop.
po Ant | 1| REID impers. | 2 2 6
Eavesdrop. 4 16
RFID impers. 2 8
pC Ap 4 | Pairing attacks | 2 8 52
Adyv. attacks 2 8
Filter bypass 3 12
Interfer. (tinf) 3 12
Jam. (jam) 3 12
Removal 2 8
PI Ane | 4 Collision 1 4 52
Spoofing 1 4
Sensor errors 3 12
Interfer. (tinf) 1 4
P1 A 4 ram () | 1] 4 8
Interfer. (¢inf) 3 12
Jam. (tjam) 3 12
Removal 2 8
PA Ant 4 Collision 1 4 64
Spoofing 1 4
Sensor errors 3 12
DoS 3 12
Interfer. (tinf) 1 4
Jam. (tjam) 1 4
Pairing attacks | 2 8
pa Ap 4 Adv. attacks 2 8 44
Filter bypass 3 12
DoS 2 8
Table III
MECHANISMS
: pc
Mechanism Assois 5 5
PINs Ap 09 | 0.7
Secure Pairing Ap 0.9 | 04
Public Keys Ape, Ap | 0.9 | 0.8

(a) Property pc

p1
Assets ) Y

Ap,Ap | 0.8 0
Physic. Protect. Ant 0.8 | 0.3
Code checks Ant 09 | 0.5
Secure Pairing Ap 0.9 | 04
Public Keys Ant 09 | 0.7
(b) Property pr

Mechanism

Anti-Jam.

pA
Assets ) Y

Anpt,Ap | 0.8 0

Apt 0.8 | 0.3

Code checks Apt 0.9 | 0.5

Public Keys Ant 09 | 0.7
(c) Property pa

Mechanism

Anti-Jam.
Physic. Protect.

resp.) denotes the results without assurance evaluation (with
assurance evaluation, resp.). When assurance evaluation was
not applied, most of the risk was mitigated by the implemented
mechanisms; for instance, the risk under property p; was
completely mitigated, that is, residual risk = 0. When assur-
ance evaluation was applied to retrieve the specific properties
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Figure 5. Gp, and QI’J , according to the identified risks and mechanisms. Mechanism names have been abbreviated using acronyms, and dashed circles
represent mechanisms whose mitigation degree changed after assurance evaluation.

Table IV
RESIDUAL RISKS

Mitigated Risk Residual Risk .
Property | Ry | wrikour T Wit T Without [ Witi| % %iff
o 58 | 574 | 568 | 06 T2 [ 1035
iy 60 60 | 55.2 0 48 8
pa | 108 | 992 | 64 8.8 44 | 32.59

supported by the implemented mechanisms the residual risk
raised to: i) 1.2 under property pc, with an average increase
of 10.35%; ii) 4.8 under property p;, with an average increase
of 8%; iii) 44 under property p4, resulting in an increase of
32.59%. Table IIT shows that most of the mechanisms did not
work as expected, as their support for the properties was much
lower than expected, resulting in lower mitigation degrees.
We observe that, for properties pc and py, mechanisms could
mitigate most of the risk reducing fluctuations in residual risk.
By contrast, Figure 5 shows that the residual risk under p 4 was
equal to the total risk of asset A,, meaning that no mitigation
was applied. The reason is that the only mechanism operating
on A, was Anti-Jamming, which, after assurance evaluation,
had an adjusted mitigation degree §'=0.

To conclude, our results stress the importance of having an
assurance-based view of the risk. It clearly emerges that high
variations between expected and adjusted mitigation degrees
denote a high discrepancy between what the organization
thinks to have and what it actually has, in terms of risk miti-
gation. For instance, using existing solutions, the organization
may think that risk on assets Ap; and A, is mitigated by
mechanism Anti-Jamming under property p 4, while it is found
to be false under our framework. The integration of assur-
ance techniques within a risk management framework permits
to assess the behavior of the mechanisms, possibly finding

scenarios in which they do not work at their full potential,
thus resulting in residual risk higher than expected. Residual
risk can then be properly adjusted, increasing organization’s
consciousness and avoiding dramatic consequences, as in the
case of the Capital One data breach [4]. The incident was the
result of an unauthorized access to a subset of the company
servers hosted at Amazon Web Service (AWS), which took
place on March 22 and 23, 2019. The attack exploited the
misconfigured Web Application Firewall (WAF) deployed by
the company, allowing attackers to access private endpoints.
The attack has been discovered only after 3 months and
affected 106 million customers, resulting in 15% loss of the
company shares within the following two weeks.

VII. RELATED WORK

Risk management and assurance evaluation have been con-
sidered in several works in the area of distributed system secu-
rity and assessment. Different assurance and risk management
frameworks have been defined, which are discussed in the
following of this section.

Assurance Frameworks. Assurance frameworks have re-
cently received increasing attention as the means to gain
justifiable confidence that IT systems will consistently demon-
strate one or more security (non-functional in a broader sense)
properties, and behave as expected [20], [23]. Anisetti et
al. [20] presented an assurance framework for test-based cloud
certification, which has then been extended for hybrid systems
mixing cloud and private infrastructures [24]. Aslam et al. [25]
presented FONAC, an audit and certification framework target-
ing fog computing and based on Trusted Platform Modules.
De la Vara et al. [26] introduced a certification framework
targeting cyber-physical systems out of the European research



project AMASS, for which they provide several tools aiding
the certification process.

Monitoring-based assurance is also a flourishing research
line, for which Aceto et al. [27] provided a thorough survey.
Povedano-Molina et al. [28] discussed DARGOS, a highly
scalable cloud monitoring solution. Alcaraz Calero et al. [29]
and De Chaves et al. [30] presented two frameworks based on
the monitoring tool NAGIOS.

Security assurance also provides a plethora of techniques
to consolidate user confidence in IT systems. In this paper,
we rely on test-based techniques to adjust residual risk, an
approach that, to the best of our knowledge, has never been
applied in the context of risk management frameworks.

Risk Management Frameworks. Research on risk manage-
ment is a consolidated area that dates back to the 90s [17],
[31]. Many risk management frameworks have been presented
through the years, though they do not address the intrinsic
complexity and heterogeneity of modern systems. Existing
frameworks (e.g., [7], [8]) mostly focus on static environments
and monolithic systems limiting their practical applicability
to modern scenarios. A comprehensive and novel taxonomy
about risk frameworks has been provided in [17], where the
authors claim that the traditional qualitative vs quantitative
classification is not sufficiently expressive. In general, quanti-
tative methodologies, which rely on probability and statistics
to quantify risk, are appealing but considered lengthy and diffi-
cult. Here, we classify risk management frameworks according
to the peculiarities of the approach and the respective target:
i) traditional frameworks, ii) loT-based frameworks, iii) graph-
based frameworks, iv) machine learning-based frameworks.

Traditional frameworks refer to traditional standards and
generic approaches. Among them, ISO 31000 [7], NIST
SP800-30 [8] and OCTAVE [13] stand out. They provide a
set of guidelines and steps to follow to identify and properly
treat risks. In particular, NIST SP800 proposes to start by
identifying threats rather than assets, as opposite to OCTAVE.
The integration of risk and testing has then been outlined in
a framework proposed by ETSI [3], where two approaches
have been proposed: testing-driven risk assessment (like the
one in this paper) and risk-driven security testing. Researchers
presented several risk frameworks based on many different
approaches [17]. In general, fuzzy theory is often used, as it
fits well the intrinsic uncertainty of risk (e.g., Guan et al. [32],
Deng et al. [33]).

loT-based frameworks try to address the peculiarities of IoT.
Nurse et al. [1] identified the main gaps in such scenario,
including the need for continuous assessment, which should
cope with high dynamism and limited system knowledge.
Radanliev et al. [34] provided another survey, where identified
gaps, standards, and best practices are used to introduce a
conceptual risk framework for IoT. Similarly, Kandasamy et
al. [35] introduced a qualitative risk framework for Internet of
Medical Things (IoMT) based on hard-coded values. Matheu-
Garcia et al. [16] proposed a certification-based methodology
targeting IoT devices. It builds on the ETSI proposal [3] by

integrating risk during the certification process, and includes
a visual multidimensional representation of the results.

Graph-based frameworks use graphs and graph-like struc-
tures to aid (a subset of) risk management phases. Tradition-
ally, graphs have been mostly used for attack and defense
modeling, as surveyed by Kordy et al. [36]. A subset of such
techniques, fault and attack tree, has been thoroughly analyzed
by Nagaraju et al. [31]. A fault tree identifies all the events
that could contribute to a failure, along with the respective
frequencies; an attack tree identifies the possible ways to carry
out an attack. Recently, graphs have also been used for other
objectives. Sawilla et al. [37] presented a framework aimed
to rank the importance of assets w.r.t. attacks using a graph
model and a custom algorithm named AssetRank. Alpcan
et al. [38] introduced a framework aiming at propagation,
capturing the complex interactions among model’s objects.
Zhu et al. [39] exploited graphs to address attacks’ impacts
against critical infrastructures. Their work can express the
impact on individual nodes and the respective propagation
towards the other nodes in the graph. Jahnke et al. [6] used
graphs to quantify the effects of attacks and corresponding
countermeasures. The same aspect has been analyzed by Kheir
et al. [40] with a different dependency-based model.

Machine-learning based frameworks use machine learning
within risk frameworks. Hegde et al. [41] presented a survey
encompassing several industry areas. Among the most flour-
ishing areas, there are automotive, construction and railways,
while cyber security is at the opposite, being one of the least
flourishing. Bilge et al. [42] proposed RiskTeller, a solution
predicting which machines are at high risk of infections
with months in advance. It is based both on supervised and
semi-supervised machine learning. Sun et al. [43] thoroughly
analyzed the trend of incidents prediction.

To conclude, none of the existing risk management solutions
even come close to tackle all the requirements in Section II-A.
Rather, they often take a vertical approach, addressing some
specific issues. One of the most relevant gaps, highlighted in
many works, is the need for a continuous process, especially
considering the high dynamism of emerging systems. At the
same time, propagation is often understood as another key
point. Building on this, abstraction, scalability and automation
are fundamental as well. Finally, the integration with assurance
techniques is often not stressed enough, culminating in results
which are far from reality, leading to a wrong decision-making.
The framework in this paper takes a horizontal approach to
get a qualitative and realistic picture of risk, using an intuitive
model, as discussed in Section VI-B.

VIII. CONCLUSIONS

The ability to identify, evaluate and manage risks affect-
ing an organization is a fundamental aspect supporting ICT
evolution. This is especially critical in modern distributed
systems, where the convergence between cloud computing and
IoT results in complex and dynamic systems. Existing risk
practices must then be rethought and redesigned towards a
continuous and adaptive approach.



In this paper, we presented a risk framework for modern
distributed systems which adheres to well-known qualitative
approaches, centered around the concept of non-functional
properties driving the overall process. The framework is fully
integrated with assurance techniques, enabling to adjust risk on
the basis of assurance evaluation activities. Also, it is based on
an intuitive model that maps risk to flow on flow networks. We
believe approaches of this type are going to be fundamental in
modern distributed environments, leading to the construction
of systems allowing users to enjoy the benefits of emerging
technologies, while giving to enterprises awareness and control
over their risks.

The paper leaves space for future work. First, propagation of
threats/attacks in Section II-A will be managed to fully unleash
the potential of our framework. Second, a cost model will be
integrated in our framework to retrieve the optimum solution
that balances residual risk and costs. Third, a continuous risk
management solution will be provided to support an adaptive
approach to risk minimization.
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