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Abstract—We characterize the rate achievable in a bidirectional
quasi-static link where several user equipments communicate with
a massive multiple-input multiple-output base station (BS). In the
considered setup, the BS operates in full-digital mode, the physical
size of the antenna array is limited, and there exists a rate con-
straint on the fronthaul interface connecting the (possibly remote)
radio head to the digital baseband processing unit. Our analysis
enables us to determine the optimal resolution of the analog-to-
digital and digital-to-analog converters as well as the optimal num-
ber of active antenna elements to be used in order to maximize the
transmission rate on the bidirectional link, for a given constraint
on the outage probability and on the fronthaul rate. We investi-
gate both the case in which perfect channel-state information is
available, and the case in which channel-state information is ac-
quired through pilot transmission, and is, hence, imperfect. For
the second case, we present a novel rate expression that relies on
the generalized mutual-information framework.

I. INTRODUCTION

Full-digital massive multiple-input multiple-output (MIMO)
architectures involve transferring a significant amount of data
from the base-band unit (BBU) to the the remote radio head
(RRH), which consists of antennas and radio-frequency (RF)
circuitry. This is particularly challenging for massive MIMO
systems operating in the millimeter wave part of the spectrum
because of the larger chunks of bandwidth available at such
frequencies. One additional challenge is that the RRH and the
BBU are often at different locations, for accessibility, mainte-
nance, and reconfigurability purposes. Hence, they need to be
connected through a fronthaul interface whose capacity is finite
and typically a limiting design factor. Innovative deployments
may even involve distributed architectures in which not even the
antenna elements are co-located [1].

In order to understand the scale of this interconnect data rate
problem, consider for example a base station (BS) with 500
active antenna elements, each one connected to two 10-bit data
converters (one for the real and one for the imaginary part of
the complex baseband signal) that operate at 1 GS/s. Such an
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architecture produces 10 Tb/s of raw baseband data, which is in
excess of what current fronthaul links can support.

The problem of fronthaul data compression is well-
investigated in the cloud radio access network literature (see,
e.g., [2] and references therein). However, the focus of that line
of work is on advanced solutions that rely on multiterminal
compression techniques and require significant signal-processing
capabilities at the RRH. In contrast, the focus of this paper is
on light-weight solutions that are relevant for low-complexity
and, hence, low-cost RRHs. Specifically, we consider the simple
approach of reducing the required fronthaul data rate by lowering
the precision of the analog-to-digital (ADC) and digital-to-analog
(DAC) converters at the RRH.

The theoretical performance achievable with massive MIMO
architectures for the case in which the BS antennas are co-located
and each RF chain is connected to low-resolution ADCs/DACs
has been the subject of many recent investigations in the scientific
literature. These include the characterization of the information-
theoretic achievable rates in the ergodic scenario [3]–[6], the
design of channel-estimation and data-detection algorithms [4],
[7], and of both linear and nonlinear precoders [8], [9]. All these
results indicate that satisfactory performance can be achieved
even when equipping the BS with 1-bit data converters. Fur-
thermore, using data converters with 3–5 bits of resolution is
typically sufficient to approach infinite-precision performance.

Contributions: We consider multi-user bidirectional mas-
sive MIMO communication over a quasi-static channel. For a
given number of BS antennas, and a given resolution of the data
converters, we determine a lower bound on the rate that can
be supported in both the uplink and the downlink for a given
constraint on the outage probability, i.e., the probability that
either the uplink or the downlink is in outage. We then use this
bound to investigate whether, for a given fronthaul constraint,
it is better to use a large number of antennas connected with
low-precision data converters, or a smaller number of antennas
connected with high-precision data converters.

Using the Bussgang-based approach described in [10], we first
investigate the case in which perfect channel-state information
(CSI) is available at the BS and at the user equipments (UEs).
This assumption is standard in analyses over quasi-static channels
for the case of infinite-precision quantizers. Indeed, CSI can be
acquired with arbitrary accuracy in the outage regime without



any rate penalty [11, p. 2632]. However, as we will show in this
paper, the validity of this assumption is questionable when the
BS is equipped with low-precision ADCs. Motivated by this
observation, we extend our analysis to the case in which the
available CSI at the BS is noisy. Since, under imperfect CSI, the
rate bound presented in [10] does not hold, we derive a novel
bound, based on [12], which relies on scaled nearest-neighbor
decoding and on the generalized mutual-information framework.

Numerical results, for the case in which the BS antennas
are modeled as a fixed-size uniform linear array (ULA) and
the channel is line-of-sight (LOS), reveal that architectures
involving a large number of antennas and low-precision data
converters (with as few as 2-bit resolution) are preferable to
solutions involving a small number of antennas that rely on
higher-precision data converters even when limited CSI accuracy
is accounted for.

II. SYSTEM MODEL

We consider a multi-user scenario where a BS equipped withB
antennas communicates with U � B UEs. As depicted in Fig. 1,
the BS consists of a RRH and a BBU that are connected via a rate-
constrained fronthaul interface. Each antenna is equipped with
a pair of Q-bit converters, one for the in-phase and one for the
quadrature component. In the uplink, the signal transmitted by the
U UEs is quantized at theB BS antennas using the low-precision
data converters. The quantized signal is then transferred to the
BBU via the fronthaul link, where channel estimation, linear
combining, and decoding are performed. In the downlink, the
linearly-precoded signal is quantized at the BBU and transferred
over the fronthaul link, where it is converted into the analog
domain and transmitted over the B antennas. It follows that an
architecture withQ-bit converters andB active antennas requires
a fronthaul interface able to operate at 2BQ bit/s/Hz.

We assume uniform, symmetric, mid-rise quantizers with step
size ∆ and Q-bit resolution. Specifically, let r ∈ R be the input
of the quantizer. Then, the output Q(r) is given by

Q(r) =


∆
2 (1− L) if r < −∆

2 L

∆b r∆c+ ∆
2 if − ∆

2 L ≤ r < ∆
2 L

∆
2 (L− 1) if r ≥ ∆

2 L.

(1)

Here, L = 2Q denotes the number of quantization levels. For a
complex-valued input z, we let Q(z) = Q(<{z}) + jQ(={z}).
For a vector z, we denote by Q(z) the result of applying Q(·)
entrywise to its elements.

We now provide an expression for the rate achievable in the
uplink and downlink for a given channel realization, which is
assumed to stay constant over the duration of each codeword (i.e.,
we consider the outage regime). We first focus on the case of
perfect CSI at the BS, and then move to the case of imperfect CSI.

III. ACHIEVABLE RATE: PERFECT CSI
As discussed in [10], a lower bound on the rates achievable

with Gaussian codebooks, both in the uplink and in the downlink,
can be obtained using Bussgang’s theorem [13]. This result will
be reviewed next as it will be useful for our analysis of the
imperfect-CSI case in Section V.

(a) Uplink

(b) Downlink

Fig. 1. Overview of the low-resolution all-digital B-antenna BS architecture
considered in the paper. The BS consists of a BBU and a RRH that are connected
via a rate-constrained fronthaul interface.

Uplink: The B-dimensional received signal at the BS for
the kth discrete-time channel use can be written as

yul
k = Hsul

k + nul
k . (2)

Here, sul
k = [sul

k,1, . . . , s
ul
k,U ]T ∈ CU is the transmitted signal

from the U single-antenna UEs. We assume that the {sul
k,u} are

drawn independently from a CN (0, ρul) distribution, where ρul

refers to the uplink power. The vector nul
k ∼ CN (0B , IB) is

the AWGN at the BS. Finally, H ∈ CB×U denotes the channel
matrix. Note that the matrix stays constant across channel uses—
indeed, it does not depend on k (outage setup). In this section,
we assume that H is known to the BS; in Section IV, we will
discuss the validity of this hypothesis. We model the output of
the ADCs as follows:1

rul = Q
(
Ayul) . (3)

Here, A is a diagonal matrix that models the effect of the
automatic-gain-controller circuit, whose function is to scale the
input of the quantizer so that it matches its dynamic range. This
scaling matrix is given by

A =
1√
B

diag(Cyul)−1/2 (4)

where Cyul = ρulHHH + IB denotes the covariance matrix of
the quantizer input. With this choice of A, we ensure that the
average power of the received signal at each antenna is 1/B.

A key step to obtain a lower bound on the achievable rates is
to write the quantized channel output as the sum of the linear
minimum mean-square error (LMMSE) estimate of rul given the
quantizer input Ayul plus the uncorrelated estimation error eul

as follows:
rul = GulAyul + eul. (5)

1In the remainder of this section, we drop the index k to keep the notation
compact.



Here, Gul is the LMMSE filter matrix. Since the quantizer
input is conditionally Gaussian given H, this filter takes a
particularly simple form. Specifically, it follows from Bussgang’s
theorem [13] that Gul is diagonal and given by [10]:

Gul =
∆√
π

diag(ACyulA)−1/2

×
L−1∑
i=1

exp
(
−∆2(i− L/2)2 diag(ACyulA)−1

)
. (6)

We assume that the BBU obtains an estimate ŝul of sul by
means of a linear combiner W ∈ CB×U . Specifically, the BBU
computes ŝul = WHrul. For the case of maximum-ratio (MR)
combining, we have for example that W = GAH.

Decomposing the estimate ŝul
u of sul

u into the sum of useful
signal, residual multiuser interference, quantization noise, and
additive noise, we can write the signal to interference noise and
distortion ratio (SINDR) γul

u as follows:

γul
u =

ρul
∣∣wH

u GulAhu
∣∣2

ρul
∑
v 6=u
|wH

u GulAhv|2 + wH
u Ceulwu + ‖AGulwu‖2

. (7)

Here, Ceul denotes the correlation matrix of the distortion error.
This matrix can be computed in closed form using the arcsine
law [14] for the case Q = 1. For Q > 1, no closed-form
expression is available but accurate, yet easy-to-compute approx-
imations are given in [9]. A linear combiner, dubbed distortion-
aware MMSE combiner, which maximizes (7), was recently
proposed in [6].

It follows from [12, App. B] that, for a given H, the uplink
achievable rate for the perfect CSI case can be lower-bounded by
log(1 +γul

u ). Furthermore, this rate is achieved by a mismatched
nearest-neighbor decoder that treats residual interference and
quantization errors as Gaussian noise. For a target rate R, the
uplink outage probability is given by

Pr{log(1 + γul
u ) < R}. (8)

Downlink: Following steps similar to the uplink case, we
can write the downlink SINDR γdl

u as follows:

γdl
u =

ρdl
∣∣hTuGdlpu

∣∣2
ρdl
∑
v 6=u
|hTuGdlpv|2 + hTuCedlh∗u + 1

. (9)

Here, Gdl is the downlink Bussgang gain, Cedl is the downlink
quantization error, and pu is the uth column of the precoding
matrix (see [10] for the details). Under the assumption that H
and hTuG

dlpu are perfectly known to the BS and to UE uth,
respectively, the achievable downlink rate for a given H can be
lower-bounded by log(1+γdl

u ). Again, this bound is achieved by
a mismatched nearest-neighbor decoding rule that treats residual
interference and quantization errors as Gaussian noise. For a
target rate R, the downlink outage probability is given by

Pr{log(1 + γdl
u ) < R}. (10)
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Fig. 2. MSE for the Bussgang MMSE channel estimator versus number of pilot
symbols; B = 100, U = 10, ρul = 10, i.i.d. Rayleigh-fading channel.

IV. ACQUIRING CSI
For the quasi-static scenario considered in this paper, acquiring

arbitrarily precise CSI can be achieved with no rate penalty in
the large-blocklength regime implicitly considered in outage
probability analyses, for the case in which the ADCs have
infinite precision. Indeed, it is sufficient to let the number of
pilot symbols grow sublinearly with the blocklength. However,
when the ADCs have limited precision, the estimated CSI may
remain imperfect, independently on how many pilot symbols
are used.

Consider, for example, the case of an i.i.d. Rayleigh fading
channel. Assume that the U UEs transmit np orthogonal pilot
sequences to estimate the channel. Bussgang’s decomposition
allows one to obtain a simple linear channel estimator that is
based on the MMSE principle. Such an estimator, referred to
as Bussgang MMSE, was proposed in [4] for the case of 1-bit
quantizers and later generalized in [3] to quantizers with arbitrary
resolution. The mean-square error (MSE) of this Bussgang
MMSE estimator as a function of np is depicted in Fig. 2. Here,
U = 10, B = 100, ρul = 10 dB, and the pilot matrix is a
submatrix of the discrete Fourier transform (DFT) matrix. To
compute the covariance matrix of the quantization error, which
is needed for the evaluation of the MSE, we used the diagonal
approximation proposed in [9]. This approximation is accurate
for the parameters considered in the figure. As illustrated in
Fig. 2, the MSE for the case of 1-bit quantization saturates as np

grows. However, the gap to the infinite-precision curve decreases
rapidly as the number of quantization bits increase.

To investigate the dependence of the MSE on ρul, we now
focus on the 1-bit case and assume that U = 1. Under these
assumptions, one can show that the MSE takes the following
simple form:

MSE(np, ρul) =

1− ρul

1 + ρul

 np

π
2 + (np − 1) arcsin

(
ρul

1+ρul

)
 . (11)

It is key to observe that

lim
np→∞

MSE(np, ρul) = 1−
ρul

1+ρul

arcsin
(

ρul
1+ρul

) (12)
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Fig. 3. MSE vs. SNR for the Bussgang MMSE channel estimator with different
pilot-sequence lengths; 1-bit quantization,B = 100,U = 1, and i.i.d. Rayleigh-
fading channel.

which implies that the MSE remains bounded above zero inde-
pendently of the number of pilot symbols.

In Fig. 3, we plot the MSE in (11) as a function of ρul for
different values of np. As shown in the figure, for every choice
of np, there exists an optimal value of ρul that minimizes the
MSE. Reducing ρul improves performance if np is chosen suit-
ably. However, the number of pilot symbols required to benefit
from such a reduction increases rapidly as ρul is decreased,
which makes such an approach impractical. Motivated by these
observations, we next analyze the rates achievable when the CSI
available at the BS is imperfect.

V. ACHIEVABLE RATES: IMPERFECT CSI

Let us assume that the BS has an estimate Ĥ of H, which is
not necessarily perfect. Adapting the downlink SINDR expres-
sion (9) to the case of imperfect CSI at the BS is trivial. Indeed,
it is sufficient to replace pu in (9) by the uth column p̂u of P̂
where P̂ denotes the linear precoder used at the BS for the case
of imperfect CSI.

Adapting the uplink outage formula (10) is, however, more
involved. The problem is that in the outage scenario, the received
signal (after linear combining) corresponding to the uth UE con-
tains an additional term that depends on the channel-estimation
error and is correlated with the useful signal. This prevents us
from treating this term as additional noise because the result
in [12, App. B] can no longer be used.

An achievable rate, given H and Ĥ, can be obtained using
the mismatched-decoding framework [12]. Specifically, let Ŵ
be the combining matrix used at the BS for the case of imperfect
CSI. We assume that the BS seeks the codeword transmitted by
the uth UE that, after being scaled by the “mismatched” channel
gain ŵHGulĥu, is closest to the combiner output corresponding
to user uth. A lower bound on the rates achievable by this decoder
(under the assumption of Gaussian input and for a given H and
Ĥ) can be stated using the generalized mutual information Igmi

u ,
which, for this scenario, can be computed as follows:

Igmi
u = −s

(
|g − ĝ|2 ρul + σ2

)
+s
|g|2 ρul + σ2

1 + s |ĝ|2 ρul
+ ln(1 + s |ĝ|2 ρul). (13)

Here,

g = ŵH
uGAhu (14)

ĝ = ŵH
uGAĥu (15)

σ2 = ρul

∑
v 6=u

∣∣ŵH
uGAhv

∣∣2 + ‖AGulŵu‖2 + ŵH
uCeŵu (16)

and

s =
−2c+ b+

√
b2 + 4ac

2bc
(17)

where

a = |g|2ρul + σ2 (18)
b = |ĝ|2ρul (19)
c = |g − ĝ|2ρul + σ2. (20)

It turns out that for the case of perfect CSI, Igmi
u = log(1+γul

u ),
where γul

u was defined in (7). This means that the perfect-CSI
rate bound derived in Section III follows as special case of (13).
Indeed, in the perfect-CSI case, we have that ĝ = g, which
implies that s = 1/σ2, from which the desired result follows.

VI. SIMULATION RESULTS

We consider a massive MIMO bidirectional link that operates
at a carrier frequency of 30 GHz. We model the antenna array
at the BS as a ULA with fixed length LULA = 128λc = 1.28 m
where λc = 0.01 m is the carrier wavelength. We assume that
U = 8 UEs are active and that they are uniformly distributed over
a disc with inner radius of dmin = 50 m, outer radius of dmax =
150 m, and azimuth angle φu ∈ (30◦, 150◦). Textbook LOS
propagation conditions with free-space path loss are considered.
Furthermore, no user separation is enforced, which makes the
results presented in this section rather conservative.

Throughout this section, we assume a fronthaul rate constraint
of Rfh = 512 bit/s/Hz and vary the resolutions of the data
converters from 1 to 8 bits. The corresponding number of BS
antennas is obtained as B = bRfh/(2Q)c. Furthermore, the
antenna separation is set equal to LULA/(Bλc). The step size ∆
of the quantizers is chosen such that the probability that the
input signal to the quantizer is clipped is 10−4. For simplicity,
we consider MR combining in the uplink and MR precoding
in the downlink. In the results for the imperfect CSI case, CSI
is obtained by means of the Bussgang MMSE estimator with
np = 100 pilot symbols.

As performance metric, we consider the maximum rate at
10% outage probability, which we analyze for the uplink case,
for the downlink case, and for the bidirectional link case. In the
last scenario, the maximum rate is defined as the largest rate
for which the probability that either the uplink or the downlink
are in outage is less than 10%. The SNR values reported in
this section refer to a user positioned at the average distance
davg = 2

3 (d3
max − d3

min)/(d2
max − d2

min).
In Fig. 4, we report the uplink and downlink rates for two

SNR values: −10 dB and 10 dB. We see that at low SNR values,
the large array gain resulting from the use of 256 antennas
overcomes the performance loss due to the use of 1-bit quantizers.
Interestingly, this holds also when the performance loss due
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Fig. 4. Uplink and downlink rates at 10% outage probability with MR precoding
and combining.

to imperfect channel estimation is accounted for. As the SNR
increases, one has to sacrifice half the available antennas for
slightly higher (2-bit) resolution. It is also worth noting that the
performance gap between the perfect and the imperfect CSI cases
vanishes rapidly as the resolution of the quantizer increases.

In Fig. 5, we consider a bidirectional scenario where the uplink
operates at 5 dB and the downlink operates at 15 dB. As expected,
the uplink constitutes the bottleneck in this scenario. Also in this
case, the design involving 128 BS antennas and 2-bit quantizers
results in the highest rate.

VII. CONCLUSIONS

We have investigated the design of a fronthaul-constrained
full-digital low-precision massive MIMO system. Our results
suggest that architectures involving many antennas with low-
precision (1–2 bit) data converters offer better performance than
architectures involving fewer antennas with higher-precision con-
verters. Extension to our analysis to more realistic propagation
conditions and more sophisticated linear precoders, such as the
ones in [6], will be presented in future work.

REFERENCES

[1] I. C. Sezgin, M. Dahlgren, T. Eriksson, M. Coldrey, C. Larsson, J. Gustavs-
son, and C. Fager, “A Low-Complexity Distributed-MIMO Testbed Based
on High-Speed Sigma-Delta-Over-Fiber,” IEEE Trans. Microw. Theory
Techn., vol. 67, no. 7, pp. 2861–2872, Jul. 2019.

[2] S.-H. Park, O. Simeone, O. Sahin, and S. Shamai Shitz, “Fronthaul Com-
pression for Cloud Radio Access Networks: Signal processing advances
inspired by network information theory,” IEEE Signal Process. Mag.,
vol. 31, no. 6, pp. 69–79, Nov. 2014.

256 128 85 64 51 42 36 32
number of BS antennas, B

1 2 3 4 5 6 7 8

0.5

1.5

2.5

3.5

4.5

resolution of quantizers, Q

ra
te

at
10

%
ou

ta
ge

[b
it

/s
/H

z] uplink
downlink
bidirectional

(a) Perfect CSI

256 128 85 64 51 42 36 32
number of BS antennas, B

1 2 3 4 5 6 7 8

0.5

1.5

2.5

3.5

4.5

resolution of quantizers, Q

ra
te

at
10

%
ou

ta
ge

[b
it

/s
/H

z] uplink
downlink
bidirectional

(b) Imperfect CSI

Fig. 5. Uplink, downlink and bi-directional link rates at 10% outage probability
with MR precoding and combining. Both perfect CSI and estimated CSI are
considered; ρul = 5dB and ρdl = 15dB.

[3] S. Jacobsson, G. Durisi, M. Coldrey, U. Gustavsson, and C. Studer,
“Throughput analysis of massive MIMO uplink with low-resolution ADCs,”
IEEE Trans. Wireless Commun., vol. 16, no. 6, pp. 4038–4051, Jun. 2017.

[4] Y. Li, C. Tao, G. Seco-Granados, A. Mezghani, A. L. Swindlehurst, and
L. Liu, “Channel estimation and performance analysis of one-bit massive
MIMO systems,” IEEE Trans. Signal Process., vol. 65, no. 15, pp. 4075–
4089, Aug. 2017.

[5] C. Mollén, J. Choi, E. G. Larsson, and R. W. Heath, “Uplink performance
of wideband massive MIMO with one-bit ADCs,” IEEE Trans. Wireless
Commun., vol. 16, no. 1, pp. 87–100, Jan. 2017.

[6] E. Björnson, L. Sanguinetti, and J. Hoydis, “Hardware distortion correlation
has negligible impact on UL massive MIMO spectral efficiency,” IEEE
Trans. Commun., vol. 67, no. 2, pp. 1085–1098, Feb. 2019.

[7] C. Studer and G. Durisi, “Quantized massive MU-MIMO-OFDM uplink,”
IEEE Trans. Commun., vol. 64, no. 6, pp. 2387–2399, Jun. 2016.

[8] S. Jacobsson, G. Durisi, M. Coldrey, T. Goldstein, and C. Studer, “Quan-
tized precoding for massive MU-MIMO,” IEEE Trans. Commun., vol. 65,
no. 11, pp. 4670–4684, Nov. 2017.

[9] S. Jacobsson, G. Durisi, M. Coldrey, and C. Studer, “Linear precoding with
low-resolution DACs for massive MU-MIMO-OFDM downlink,” IEEE
Trans. Wireless Commun., vol. 18, no. 3, pp. 1595–1609, Mar. 2019.

[10] S. Jacobsson, Y. Ettefagh, G. Durisi, and C. Studer, “All-digital massive
MIMO with a fronthaul constraint,” in Proc. IEEE Statistical Sig. Pro.
Workshop, Friburg, Germany, Jun. 2018.

[11] E. Biglieri, J. G. Proakis, and S. Shamai (Shitz), “Fading channels:
Information-theoretic and communications aspects,” IEEE Trans. Inf.
Theory, vol. 44, no. 6, pp. 2619–2692, Oct. 1998.

[12] A. Lapidoth and S. Shamai (Shitz), “Fading channels: How perfect need
‘perfect side information’ be?” IEEE Trans. Inf. Theory, vol. 48, no. 5, pp.
1118–1134, May 2002.

[13] J. J. Bussgang, “Crosscorrelation functions of amplitude-distorted Gaussian
signals,” Res. Lab. Elec., Cambridge, MA, Tech. Rep. 216, Mar. 1952.

[14] J. H. Van Vleck and D. Middleton, “The spectrum of clipped noise,” Proc.
IEEE, vol. 54, no. 1, pp. 2–19, Jan. 1966.


	Introduction
	System Model
	Achievable Rate: Perfect CSI
	Acquiring CSI
	Achievable Rates: Imperfect CSI
	Simulation Results 
	Conclusions
	References

