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Abstract—We investigate mismatched estimation in the context
of the distance geometry problem (DGP). In the DGP, for a
set of points, we are given noisy measurements of pairwise
distances between the points, and our objective is to determine
the geometric locations of the points. A common approach
to deal with noisy measurements of pairwise distances is to
compute least-squares estimates of the locations of the points.
However, these least-squares estimates are likely to be suboptimal,
because they do not necessarily maximize the correct likelihood
function. In this paper, we argue that more accurate estimates
can be obtained when an estimation procedure using the correct
likelihood function of noisy measurements is performed. Our
numerical results demonstrate that least-squares estimates can
be suboptimal by several dB.

I. INTRODUCTION

The distance geometry problem (DGP) [1-3] aims to de-
termine the locations of points in Euclidean space given
measurements of the distances between these points. The DGP
arises in many important applications. In wireless networks
with moving devices in two-dimensional (2D) planes, the
positions of these devices can be estimated by solving the
DGP [4]. In computational biology, solving the DGP can allow
us to determine the locations of atoms in molecules [5]. In
robotics, a simple robotic movement can be modeled as a pair
of rigid bars rotating along a joint. Whether these bars can
flex along a joint to reach a specific point in 3D space can be
determined by solving the DGP [6].

The main challenge for the DGP is that pairwise distance
measurements are noisy [1]. Because of the noise, it is com-
mon to find a set of locations of points that minimizes the sum
of squared errors (SSE) between the pairwise distances of a
target structure and noisy measurements of these pairwise dis-
tances [7]. When the noisy measurements of pairwise distances
are Gaussian distributed, minimizing the SSE function yields
a maximum likelihood (ML) estimate of a structure of points.
However, in practice, it is unlikely that the measurements
are exactly Gaussian distributed, and so the SSE function is
unlikely to yield an ML estimate. In this work, we will provide
better estimation quality by performing ML estimation using
the correct noise distribution. We call our approach matched
DGP estimation. In contrast, much of the prior art performed
mismatched DGP estimation (details below).

Problem formulation. Let X = {x;,X2,...,Xx} be an
unobserved set of locations of N points in K-dimensional
Euclidean space RX. Additionally, let £(X) = {(i,j) |
(i,5) € {1,...,N}2i < j} be the set of edges connecting

every pair of points in X. Note that [£(X)| = JN(N — 1),
where |-| denotes the cardinality of a set. We define the length
dt of an edge (i,j) € £(X) as the ¢» norm of x; — x;,
di; = [|xi — x|, We define M;; € N, where N is the set of
nonnegative integers, as the number of noisy measurements of
the length of edge (4,7) € £(X). An example structure X is
shown in Fig. 1. In the DGP, our objective is to determine X’
given noisy measurements of lengths of edges in £(X).
Estimating the locations of the points. We estimate X’
using the method of ML. Let the random variable Yi[J?n] eRT
represent the mth noisy measurement of the length of edge
(i,7), where a realization of Yi[jm] is denoted by yz[;”]. For
example, y£8]2 is the 8th measurement of the length of edge
(1,2). We assume that M;; = M for every (i,7) € E(X). Let

the set of all Y, be, % = U, jyce(x) % Where %; =

M

{}Q[jm] } . The sets y and y;; are defined similarly for
m=1

yl[;n] Our objective is to derive an expression for the likelihood

function fy (y | de(x)), where dex) = {d5} L )eE)”

Suppose that the measurements for edge Eil, j1) are in-
dependent of the measurements for edge (io,j2) for ev-
ery (i1,j1),(i2,j2) € &(X), and that E Yi[jm] = d
for every m = 1,...,M. Under these assumptions,
the likelihood can be expressed as, fy(y | dewx)) =
[l jyesx) fous (2 | d¥). Additionally, suppose that all
measurements associated with edge (4, j) are independent and
identically distributed (i.i.d.). The likelihood can be further
simplified,

M
fy (¢ | decy) = H H fyi[]ww (yz[;n] ‘ df;) , (D
) =1

(i,7)€E(X) m

[m]

where fy (m (yl J
ij

i ) is the true marginal pdf of YigH]. In
the rest of the paper, we will use f,,(m) (yz[;”] ’ dfg ,0; j) , where
0;; is a vector of shape parameté;s, to denote the marginal
pdf for Y;[jm]. When a single shape parameter describes this
marginal pdf, the scalar version 6;; will be used instead.
Given a set of noisy edge length measurements y, an
ML estimate of & can be obtained by maximizing (1).
This case will be referred to as matched DGP estimation.
In practice, we often do not know what parametric form

the marginal pdf of Y;[jm] takes. In this case, we would
modify (1) by replacing the true marginal pdf of YZ[Jm] with an



Fig. 1. Example structure X’ comprised of 3 points, X1, X2, X3 € R2.

assumed version, f;‘/[] . <yl[;"] ’ dfg) If f;’i[;"] (yz[;”} ‘ df;) #
fytml (yz[;n] ),
the’ likelihood as the mismatched likelihood. Moreover, an
estimate of X that is obtained by maximizing the mismatched
likelihood will not necessarily be an ML estimate. We refer
to this case as mismatched DGP estimation. We are interested
in the difference in quality of estimates of A in the matched
and mismatched cases.

Limitations of least-squares. Suppose that Y[ ™ follows a
Gaussian distribution with mean dX and variance HU, namely,

[m] X
m] _ 1 (yu dij)
g (o[ 45:0) = —5== eXp( By )

Then, maximizing the likelihood fy (y | dg(x)) with respect
to (w.rt) X is equivalent to minimizing the SSE w.rt. X.
Several approaches to solve the DGP in the case of noisy
measurements use variants of the SSE function [3, &, 9]. A
survey of prior art appears in Sec. II.

The aforementioned equivalence between minimizing the
SSE function and maximizing the likelihood derived in (1)
is only true when YZ[J ™ is Gaussian. In practice, depending
on the measurement technique, it is unlikely that the noisy
measurement Yi[jm] is Gaussian distributed. Therefore, it is
unlikely that minimizing the SSE function will yield an ML
estimate of a structure.

Contributions. In this paper, we empirically show that,
compared to mismatched DGP estimation, matched DGP esti-
mation can offer an improvement of several dB. Moreover, our
contribution is that, to the best of our knowledge, and in the
context of the DGP, we are the first to focus on ML estimation
beyond Gaussian-distributed measurements. The rest of the
paper is structured as follows: we review the prior art in Sec. I
The different marginal pdfs of Yi[jm] that will be considered,
and how estimates of X will be evaluated, are discussed in
Sec. III. Experimental results are presented in Sec. IV. Finally,
we summarize our results and describe future work in Sec. V.

then we refer to the modified version of

II. RELATED WORK

One of the earliest discussions of cost functions related
to the solution of the DGP was due to Crippen and Havel
[3]. In their work, they used a variant of the SSE function,
which we refer to as SSE-CH, to estimate molecular structures
with physical constraints. Although others have empirically

shown that SSE-CH yields acceptable results [3], the resulting
estimate of a structure need not be an ML estimate.

Subsequent papers implement modifications to the SSE-
CH cost function. For example, Moré and Wu [9] adopted a
continuation approach: the SSE-CH cost function is repeatedly
smoothed via a convolution with a Gaussian kernel. After each
successive smoothing stage, a minimizer of the smoothed SSE-
CH is obtained. Eventually, the minimizers are traced back
to the original function [9, p. 827]. Although this approach
yielded promising results, the underlying cost function that
is smoothed is still the SSE function. Moreover, there is no
guarantee that the resulting estimate of X is an ML estimate.

Souza et al. [10] attempt to make SSE-CH differentiable
by approximating certain parts using hyperbolic functions.
Souza et al. [11] made further improvements by applying these
approximations to the geometric buildup algorithm proposed
by Luo and Wu [12]. However, the underlying cost function is
still a variant of the SSE function, and so there is no guarantee
of obtaining ML estimates. For a detailed review of approaches
to solve the DGP, see [7]. More recently, Gopalkrishnan et
al. [13] optimize a variation of SSE-CH to reconstruct DNA
molecules from pairwise distance measurements. Giamou et
al. [14] also optimize a variation of SSE-CH to determine the
joint angles of a robot given the robot’s forward kinematics
and desired poses. However, because variations of SSE-CH are
used, it is unlikely that estimates obtained in these applications
are ML estimates.

III. NOISE DISTRIBUTIONS AND EVALUATION

We will consider different forms of the marginal pdf
of Y™, as included in (1), that result in a likelihood
fy (¢ | de(xy) that, when maximized w.rt. X, yields ML
estimates. It was previously shown that if Yi[jm] follows a
Gaussian distribution, then minimizing the SSE function is
equivalent to maximizing the likelihood in (1). We consider the
cases when Yi[jm] follows either a Laplace or non-standardized
Student’s ¢ (NSST) distribution.

It Y[ ™ follows a Laplace distribution with mean dfg and
Vanance 2(92], then
[m] X o 1 - Yij /]—d;\; i
fyo (y” d¥, 6, )729 e Q)

ij

If Y7 follows an NSST distribution with mean d¥ and
variance b3, v;; /(vij—2), assuming v;; > 2, then an expression
for the marginal pdf of Yi[jm] can be derived as follows. Let

W follow a Student’s ¢ distribution with parameter v;;, which
is a positive integer. The pdf of W is

I ((viy +1)/2)

—(vi;+1)/2
fw(w | vij) = === (14 (w? /vyy) :
7T (viy/2) T ( 2
where I'(z) = [, t*"'e " dt for every 0 < z € R. If Yigm] =

bi; W + d”, then

[m] X
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Vij) , 3



where Oij = (I/ij,bij). R

Evaluation. Given an estimateA X of X, if we rotate, reflect,
and/or translate the points in X' by an equal amount, then
X will still have the same edge lengths as X. Therefore, a
unique solution to the DGP cannot exist without additional
constraints. Moreover, the proximity of X to X will need to
be eVAaluated up to rotation, translation, and reflection. Let X
@d X be K x N matrices, where the nth Acolumns of X and
X correspond to the nth points in & and X, respectively. We
first translate the column vectors in X and X so that they are
centered at the origin by computing X, = X — X1 / N and
)A(c X - XI/N, where 1 is an N x N matrix of ones.

Next, how close Xisto X is equivalent to the solution of
the orthogonal Procrustes problem (OPP) [15],

min HR)ACC - X.
R F

“)
st. RTR=1,

where ||-||  is the Frobenius norm, which for a K x N matrix,

1/2
A = (aiy), is defined as, [|A | = (45, 0 lai?) "
The objective of the OPP is to determine the orthonormal
matrix R that most closely maps X. to X.. We will refer
to the value obtained by solving the OPP for an estimate X,
divided by the number of points NV, as the OPP loss associated
with X'. As our objective is to show that an ML estimate Xy
of & more closely approximates X’ than a non-ML estimate
X, we will compare the OPP losses of Xy and X.

IV. NUMERICAL RESULTS

We begin our discussion with numerical results on triangles,
which are structures consisting of 3 points (see Fig. 2). Later,
we demonstrate analogous numerical results for structures with
10 points (see Fig. 5). In our experiments, we let YZ[Jm] follow

either a Laplace (2) or NSST (3) distribution. If }Q[jm] follows
a Laplace (respectively, NSST) distribution, then the marginal
pdf of Yi[jm] in the likelihood (1) is varied between the Laplace
(respectively, NSST) pdf in the matched case and the Gaussian
pdf in the mismatched case.

The variance of the noisy measurements was changed as
a function of different signal-to-noise ratio (SNR) values.
If the distribution from which the i.i.d. noisy measurements
associated with edge (i,j) were obtained has variance Ufj,
and if we let oy be the average edge length of a structure X,
then SNR = 10log, (c%/ ij), where SNR is quantified in
decibel (dB) units. We leave the case where U?j depends on
edge (4, j) for future work. The SNR was varied from —20 dB
to 20 dB in steps of 5 dB. For each SNR value, we sample
a set of noisy measurements, maximize the likelihood' in (1)
for the Laplace (or NSST) cases, and then report the OPP loss
associated with an estimated structure X" for each case.

Triangles. We first considered 8 triangles in 2D. Two of
these triangles, together with example estimates and their

associated OPP losses, are shown in Fig. 2. For each SNR

'An implementation of the L-BFGS algorithm [16] that is available in
PyTorch [17] was used to maximize the likelihood.
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Fig. 2. We illustrate 2 of the 8 triangles that were considered. Ground
truth structures are labeled X, while example estimates, together with their
associated OPP losses, are also shown. We observe that estimates with lower
OPP losses more closely approximate the structure X'.

value, and for each triangle, we sampled M = 10 noisy
measurements per edge 100 times. For each sample, we
computed an estimate X’ using different likelihoods and then
computed the OPP loss associated with X. The distributions
of these OPP losses are shown in Fig. 3(a) and Fig. 3(b). We
also computed the pairwise difference in OPP losses resulting
from mismatched and matched estimation. The distributions
of these differences are shown in Fig. 3(c).

We observe that, in general, the distribution of OPP losses
associated with the likelihood that is matched to the noise
distribution is shifted lower than the distribution associated
with the likelihood that is not matched to the noise distribution.
Moreover, in several instances, the increase in median OPP
loss due to a 3—4 dB decrease in SNR can approximately
be compensated for by choosing to use the likelihood that is
matched to the noise distribution.

We then repeated this experiment for different values of M,
the number of noisy measurements per edge. The median OPP
losses for M = 10, 25, 50, 100 are shown in Fig. 4. We observe
that, in general, maximizing the likelihood that is matched to
the noise distribution offers an improvement over mismatched
DGP estimation comparable to the improvement obtained by
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Fig. 3. Distributions of OPP losses for the 8 triangles when Yi[;ﬂ]

follows a (a) Laplace or (b) NSST distribution, and when matched and mismatched

(Gaussian) likelihood (LL) functions are used. Each box represents the percentiles (bottom to top): 10, 25, 50, 75, and 90. Distributions of pairwise differences
in OPP loss when Yi.m follows a Laplace or NSST distribution are shown in (c). Pairwise differences are computed by subtracting the OPP loss for the
matched estimate from the corresponding OPP loss for the mismatched (Gaussian LL function) estimate.
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Fig. 4. Median OPP losses for the 8 triangles and for different M values
when Yi[jm] follows a (a) Laplace or (b) NSST distribution, and when matched
or mismatched (Gaussian) likelihood functions are used.

doubling the number of noisy measurements per edge.

10 points. To further support our results, we repeated our
experiments for 30 10-point structures in 2D. One of these
structures is shown in Fig. 5. The distributions of OPP losses
are shown in Fig. 6(a) and Fig. 6(b), and the distributions of
pairwise differences in OPP losses for the mismatched and
matched cases are shown in Fig. 6(c). Similar to the case of
triangles, we observe that, in general, the distribution of OPP
losses associated with the likelihood that is matched to the
noise distribution is lower than the distribution associated with
the likelihood that is not matched to the noise distribution.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have explored the impact of matching
the likelihood function to the noise distribution on estimation
accuracy in the context of the distance geometry problem
(DGP). We have empirically found that matching the like-
lihood function to the noise distribution can offer a 3-4 dB

Fig. 5. One of the 30 10-point structures that were considered. Example
estimates are omitted for clarity.

compensation for the loss in estimation accuracy due to noisier
measurements and smaller sample sizes. Moreover, matched
estimation can be helpful in these scenarios, which often arise
in practice.

There are several directions for future work that can be
explored. For example, in practice, measurements may not
be available for some edges, so the case where the numbers
of edge measurements are unequal may also be considered.
We may also explore the application of our approach to
real-world measurements. Finally, a theoretical evaluation of
the mismatch between the likelihood function and the noise
distribution would be an insightful endeavor.
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