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ABSTRACT 
This work presents a phase unwrapping (PU) algorithm for 
SAR interferometry based on a particle filter (PF). This PU 
algorithm performs simultaneously noise filtering and phase 
unwrapping. The formulation of this technique provides 
independence from noise statistics and is not constrained by 
the non linearity of the problem. Results show a significant 
improvement with respect to conventional PU algorithms in 
some situations. 
 

Index Terms— Phase unwrapping, SAR 
interferometry, state space, grid filter, particle filter. 
 

1. INTRODUCTION 
Phase unwrapping (PU) is one of the key processing steps in 
all applications of SAR interferometry. The book by Ghiglia 
and Pritt [1] provides an excellent overview of PU 
algorithms. In general, there are two types of conventional 
PU methods. The algorithms of the first group, generally 
named path following or region growing algorithms, isolate 
and/or mask problematic zones containing residues and 
unwrap the interferogram by avoiding these zones. Instead, 
the techniques of the second group provide a global solution 
which minimizes a cost function over the whole 
interferogram. Consequences of these strategies are the 
following: phase information in noisy pixels is not 
recovered by the path following algorithms; and noisy 
pixels distort the solution in global approaches, thus 
affecting the noise-free areas. Some approaches incorporate 
a pre-filtering stage before staring the PU procedure [2], but 
this strategy entails the loss of the information contained in 
noisy pixels. Since we are interested in recovering as much 
information as possible, an ideal method would consider 
every pixel to be simultaneously unwrapped and filtered. 
There exists an algorithm sharing the same objective, which 
was published in [3]. That algorithm combines a slope 
estimator with an extended Kalman filter (EKF).  
In previous works [4]-[5], we substituted the EKF by a grid-
based filter (GbF), which is not subject to any linear or 
Gaussian constraints, and its better performance in some 
situations was shown. A detailed tutorial about different 
methods to broach nonlinear/non-Gaussian problems can be 
consulted in [6]. 

In the present work, we introduce a PU algorithm based on 
a particle filter. Specifically, this new phase unwrapping 
solution combines a particle filter with an improved version 
of the phase slope estimator presented in [3] and path 
following techniques to simultaneously unwrap and filter 
the interferometric phase.  
 

2. PARTICLE FILTER PHASE UNWRAPPING 
2.1. Introduction to the particle filter 
The unwrapped phase at pixel k will be referred as the 
corresponding state xk at pixel k. The particle filter solution 
[6] can be adopted since the continuous state space can be 
divided into N cells or states, {xi

k; i=1,…, N}, which 
correspond to all possible values of the phase.  
Conceptually, the particle filter (PF) is simply a solution 
that represents the posterior probability function (pdf) p(xk| 
z1:k), by a distribution of Ns particles, defined below, 
extracted from the state space.  
The particles are defined as the set of states whose weights 
wi

k, introduced below, are the highest per pixel.  
With the assumption of a first-order Markovian process, and 
after a few operations [6], the following expression for the 
weights is obtained 
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where p(xk| xk-1) defines the evolution model, p(zk | xk) 
defines the observation model, and q(·) is the so called 
importance density [6]. 
The posterior density of probability is given by: 
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where the weights are defined in (1) and () represents the 
Dirac Delta. It can be shown that the larger Ns, the more (2) 
approaches the true pdf  p(xk | z1:k). Note also that the 
computational cost increases linearly with Ns. 
If the importance density is defined as: 
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the calculus of the weights can be simplified with the 
following expression: 
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A sliding 2  wide window Ws
k is used to cover the complete 

state space [4]. 
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Degeneracy phenomenon is a critical problem affecting PF 
solutions. It means that after a few iterations, all but one 
particle will have insignificant weight. To avoid this effect, 
a resampling technique [6] will be used in this work due to 
its simplicity and excellent results. The basic idea is to drop 
particles that have small weights and to concentrate on those 
with large weights. 
The pseudocode of both, a generic particle filter and the 
resampling strategy, can be consulted in detail in [6] and 
will not be repeated here due to space constraints.  

2.2. Phase unwrapping algorithm (PFPU) 
In many occasions, zones containing high density of 
residues or low coherence have to be processed and 
unwrapped. In these situations, row by row methods, like 
EKF [3] and GbF [4] and [5], i.e. methods with a predefined 
path for unwrapping, are not the best suited. The PF 
solution presented here combines a particle filter with an 
improved variant of the local phase estimator and a path 
following strategy. 
The local phase estimator presented in [3] provides slope 
estimations in horizontal and vertical directions and, as a 
consequence, collection of slope information from up to 
four neighbors. That method has been improved in this 
work to provide slope estimations also in oblique directions. 
As a result, collection of slope information from up to the 
eight neighbors is possible, providing estimations with 
higher reliability. To do so, two types of 5x5 windows 
around the current pixel are used. As observed in Figure 1, 
one of the windows is rotated /4 radians respect to the 
other.  

 
Figure 1: Windows used for computing the omnidirectional local 
phase estimator. 
The procedure to obtain phase slope estimates is illustrated 
here with an example from the real interferogram introduced 
in Section 3. Phase slope estimates for pixel (7,76) are 
calculated and shown in the following.  
To obtain phase slope information in horizontal and vertical 
directions, the left window in Figure 1 is used. The 2D Fast 
Fourier Transform (FFT2) is calculated for this window. By 
means of the FFT2, the power spectral density (PSD) can be 
obtained. As observed in Figure 2, the coordinates 
containing the maximum value of the PSD define the 
corresponding phase slope estimates in horizontal and 
vertical directions. 

 
Figure 2: PSDmax and the corresponding values of phase slope 
information in vertical and horizontal directions (phase slopeV and 
phase slopeH, respectively). 

Then, to obtain phase slope information in oblique 
directions, the right window in Figure 1 is used. The process 
is the same and the coordinates containing the maximum 
value of the PSD define the corresponding phase slope 
estimates in oblique directions, as observed in Figure 3. 

 
Figure 3: PSDmax and the corresponding values of phase slope 
information in oblique (Down-Oblique and Up-Oblique) directions 
(phase slopeDO and phase slopeUO , respectively). 

This process is repeated for every pixel in the interferogram, 
thus obtaining an omnidirectional phase slope distribution 
map. 
With respect to the unwrapping method itself, the evolution 
model p(xk| xm) presents the following expression:  
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where Nn is the total number of unwrapped neighbors used 
for the prediction, and pj(xk| xi

m) is the evolution model to be 
applied in the direction from pixel m towards pixel k, given 
by: 
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where xi
m refers to the unwrapped phase at pixel m, j

mˆ  
refers to the slope estimation at pixel m in the direction j 
(the one towards pixel k), and nj

m refers to the Gaussian 
noise sample at pixel m that models the uncertainty 
introduced by the slope estimation at pixel m in the direction 
j. 
The observation model p(zk | xk) can be expressed as: 

k
i
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where vk is modeled as a residual Wishart discrete 
distribution. 
To implement the path following search strategy, a map of 
flags will be generated for classifying the pixels, according 
to the following values:  

0 for pixels not to be considered for unwrapping 
yet. 
1 for those pixels being candidates to be 
unwrapped, i.e. pixels with at least two unwrapped 
neighbors. 
-1 for pixels already unwrapped and with 
neighbors still to unwrap. 
-5 for pixels unwrapped and without neighbors still 
pending of unwrapping.  

In principle, the weight distribution for every unwrapped 
pixel must be saved to be recovered when necessary. 
However, this strategy would result in a waste of memory 
resources, especially for large interferograms. When an 
unwrapped pixel does not have any neighbor pending of 
unwrapping, its weight distribution is not necessary 
anymore. The distinction between flag -1 and flag -5 
permits the removal of the weights distribution for those 
pixels whose flag value is -5 and, therefore, saving memory 
resources. Figure 4 represents the unwrapping process and 
maps of flags after the instants when 1000 and 5000 pixels 
have been unwrapped.  
The path following strategy works as follows: at each 
repetition of the algorithm, from the group of pixels whose 
associated flag value is 1, the one with the highest 
associated coherence  will be the one selected to be 
unwrapped.  
For instance, at iteration 5001 the candidate to be 
unwrapped will be pixel (8,76). A zoom of the distribution 
of flags around is shown in Figure 5. As observed, five 
neighbors have already been unwrapped, and their slope 
information in the corresponding directions (from the 
unwrapped pixels towards to candidate to be unwrapped) 
will be available. At this stage, the pixel can be unwrapped 
by making use of the path following PFPU algorithm 
presented in Figure 6. The map of flags and the weight 
distribution list are updated accordingly.  

 
Figure 4: Path following strategy: (a) distribution of the first 1000 
unwrapped pixels, (b) map of flags after the unwrapping of 1000 
pixels, (c) distribution of the first 5000 unwrapped pixels, and (d) 
map of flags after the unwrapping of 5000 pixels 

 

 
Figure 5: Map of flag values: 0 for pixels not unwrapped yet, 1 for 
pixels candidate to be unwrapped, -1 for pixels already unwrapped 
and with neighbors still to unwrap, and -5 for pixels unwrapped 
and without neighbors pending of unwrapping. 

 

 
Figure 6: Pseudocode of the path following PF PU algorithm. 
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3. RESULTS 
The following results correspond to a small crop extracted 
from a real interferogram obtained with images acquired by 
the ERS-1 and ERS-2 satellites in tandem configuration. 
Figure 7 shows the coherence map and the input wrapped 
phase. The path following PFPU solution presented in 
Section 2.2 will be compared to an equivalent path 
following grid-based filter solution. The continuous space 
contained inside the 2  sliding window has been translated 
into a discrete state space composed of N=100 cells. Note 
that for the PFPU solution a maximum of Ns=50 particles is 
used. 
As observed in Figure 8.a, the path following PFPU 
algorithm obtains the same results as the equivalent GbF 
solution (Figure 9.a) with the advantage of a 35% lower 
computational cost. 

 
Figure 7: Small real interferogram with ERS images: (a) 
coherence, and (b) input wrapped phase. 

 
Figure 8: Path Following PF PU solution for the small ERS 
interferogram: (a) unwrapped phase, and (b) re-wrapped phase. 

 
Figure 9: Path Following GbF PU solution for the small ERS 
interferogram: (a) unwrapped phase, and (b) re-wrapped phase. 

4. CONCLUSION 
A new solution for phase unwrapping that simultaneously 
filters and unwraps the phase contained in an interferogram 
is presented in this work. This solution is based on the 

combination of a PF, an enhanced version of the local phase 
estimator introduced in [3] and a path following strategy. 
The path following PFPU algorithm has been compared to 
an equivalent path following GbF solution. It has been 
shown that the PFPU obtains the same result as the GbF 
method with a lower computational cost. 
Our research lines at present are focused on two topics. 
First, the introduction of better cost or quality functions 
involving not only the coherence of the pixel but some other 
parameters to provide more accurate information. Second, 
the introduction of different phase slope estimators into the 
PFPU approach. For instance, the matrix pencil algorithm 
proposed in [7] and the slope average-based method 
introduced in [8] are possible options. 
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