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ABSTRACT

This paper proposes a new method for bitemporal change de-
tection in heterogeneous remote sensing images. A modified
canonical correlation analysis is used to align the code layers
of two deep convolutional autoencoders, one for each image
domain. It weights the input with a new affinity-based prior,
which measures changes in pixel relations across the image
domains and is used to reduce the influence of data points
prone to change. By this procedure of self-supervision, we
adapt the intrinsically supervised architecture to the unsuper-
vised case, noting that the censoring of change pixels is key
to efficiently learning the required data transformations. The
result is an unsupervised algorithm which allows change de-
tection in either of the image domains, or a combination of
those, since efficient domain translation is obtained by cou-
pling cross-domain encoders and decoders. We demonstrate
state-of-the-art performance on real test datasets.

1. INTRODUCTION

Heterogeneous change detection (HCD) is an emerging topic
in earth observation. It answers the increasing availability
of remote sensing data by offering methods that can com-
bine radically different images and still extract reliable infor-
mation about changes on the surface. The images could be
acquired by multimodal sensors, such as optical instruments
and synthetic aperture radar (SAR), or recorded with different
sensor parameters or under distinct environmental conditions,
cases that would otherwise not be comparable unless possibly
through meticulous preprocessing and co-calibration. We col-
lectively label change detection under these circumstances as
heterogeneous. In the bitemporal setting, HCD is particularly
useful to obtain situational awareness after sudden change
events such as natural disasters, when we may want to use the
first image of opportunity to map change, instead of waiting
for an acquisition that permits a comparison of homogeneous
images. For monitoring long-term trends, the joint analysis of
heterogeneous sources allows us to extend the time frame of
the analysis or to increase the temporal resolution.
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Regardless of the motivation, HCD relies on the funda-
mental assumption that the changed areas have a distinct sig-
nature for all the sensors involved, even though the physical
origin of this signal may be different. Moreover, since an ab-
solute reference is lacking when we contrast heterogeneous
data, the problem is inherently ill-posed and the labelling of
pixels or segments as changed and unchanged is generally
ambiguous. We have to assume some additional prior infor-
mation in order to discern the change class. This could be that
the change concerns small regions or a minority of the pixels
in an image, or knowledge about characteristic signatures of
one of the classes involved in the transition. The mentioned
minority assumption is common in generic methods, and we
adopt it also here, while signature assumptions can be advan-
tageous to customise an algorithm for a thematic application.

In recent years, focus in HCD research has turned from
the supervised to the unsupervised case. This makes the meth-
ods more relevant for practical cases, since ground truth is
sparse and costly to collect. Another trend is that deep learn-
ing prevails more and more, as in other areas of computer vi-
sion and image analysis. Most HCD approaches adopt trans-
formations between the input domains, or from these to a
common latent domain, to bring data to a space where they
can be efficiently compared. Convolutional neural network
(CNN) architectures, such as autoencoders and generative ad-
versarial networks, are flexible and powerful tools that can ac-
complish these image translation tasks, as reviewed in [1,2].

This paper is inspired by a recently proposed architecture
for supervised HCD [3]. It uses canonical correlation analy-
sis (CCA) [4] to align the code spaces of two autoencoders,
each processing data from one input domain. CCA is a lin-
ear method, but the encoders are deep CNNs whose nonlinear
transformations can improve the alignment significantly. The
decoders are also deep CNNSs, and ensure that the codes used
as input to the CCA remain meaningful, since they must retain
the information required for successful reconstruction. With-
out the decoders, the scheme is equivalent to deep CCA [5],
which has also been used for supervised HCD [6], but did not
provide as good performance as the deep canonically corre-
lated autoencoder (DCCAE) [7] we adopt.

CCA is a supervised method [4] and does not immedi-
ately lend itself to unsupervised HCD. By applying CCA di-



recly to paired image patches without labels, we risk con-
taminating the learning of efficient image transformations by
the data from changed areas, where the sought correspon-
dence between the domains does not hold. Our solution is a
novel method for extracting prior information about the prob-
ability of “changedness” directly from the unlabelled data.
This pixel-level prior is proposed and used in [2] to develop
other approaches to unsupervised HCD. It is based on spec-
tral clustering concepts and formalized in terms of a pixel-
wise distance measure between domain-specific local affinity
matrices. We exploit that affinities are normalised and can be
compared across image domains, to formulate a cross-domain
pixel distance that is given a probabilistic interpretation and
used to weight input data to the CCA. We study the perfor-
mance of the prior-weighted DCCAEs by performing change
detection in both the code and the input spaces.

2. METHOD

Let us assume to have acquired co-located images in two dif-
ferent domains X and ) at times ¢; and %9, respectively, that
are also co-registered and have the same spatial resolution.
The images, Zy € RT*XW*Cx and 7, € REXWXCy ‘have
height H, width W, and respectively Cx and Cy channels.
Lastly assume that the changed pixels are a minority.

2.1. Affinity-based Change Prior

Our prior information is an affinity-based cross-domain pixel
distance proposed in [2], which is interpreted as a probability
of change of that pixel. To obtain this distance measure we
first compute the domain-specific affinity matrices A and
AY, whose elements A;Y and A7) are pairwise affinities be-
tween pixels ¢ and j. These are computed from pairwise dis-
tance measures df; and d%. as Afg = exp(—(dfg)Q/hX) and
A%- = exp(—(d%-)g/hy) by use of the common Gaussian
kernel function with kernel widths hx and hy.

The cross-domain pixel distance for pixel ¢ is obtained as

1 n
=7 > |Af - AL, M
j=1

which is the average absolute affinity difference between pixel
i and n other pixels. This assures that ; € [0, 1], provid-
ing small values when pixel relations within the size n im-
age patch or neighbourhood remains similar across image do-
mains, and large values otherwise.

We will utilize «; to suppress the influence of pixels with
a high probability of change, and must therefore define a
weighting function () : [0,1] — [0, 1] that is monotoni-
cally decreasing. Hence, the higher is II(«), the lower is the
probability of that pixel to be changed from one acquisition
to the other, and the higher is the confidence to use it as a
learning sample. We use the simple function II(a)) =1 — «.
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Fig. 1: Domain translation

2.2. Modified Canonical Correlation Analysis

Given two observations of the same object, linear CCA aims
to find paired projections of the two views that make them
maximally correlated [4]. Suppose that we have a sample of
paired data vectors, {z;,y,}7_,, where z € R and y €
R . Let the x; be stored as rows in the n x Cy data matrix
X and the y; as rows in the n x C'y data matrix Y. The goal
is to find the solution of

u*,v" = argmax corr(Xu, Yv)
w,v

with constraints | Xu| = 1 and |[Yv|| = 1 and assuming
that the correlation matrices of « and y are non-singular.

The solutions for w and v are given as the left and right
singular vectors of the matrix

R=(X"X)""*(xTY)(Y"Y) /2, 2)

respectively [4]. We identify X7 X and Y'Y as sample
correlation matrices of  and y, and X 7Y as their sample
cross-correlation matrix. The novel way the CCA has been
exploited in this work involves weighted computation of the
sample covariances and cross-covariances. This can be done
by replacing the data matrices X and Y by the premultiplied
versions W X and WY, where W is a diagonal weight ma-
trix with elements W,; = /II(a;), i =1,...,n.

As in ordinary CCA, we may select the desired number of
projection vectors from the singular vectors associated with
the highest singular values, and store them as the columns of
projection matrices denoted U and V.

2.3. Prior-Weighted Canonically Correlated Autoencoders

Deep convolutional autoencoders are CNNs that learn an
encoding of the input, located in a central code layer, from
which we can decode or reconstruct the input. The output
is the reconstructed input, but we are often just as interested
in the code layer representation, which can be forced to be
compressed or sparse, depending on the neural network ar-
chitecture. Inspired by [2] we have developed an architecture
composed of two parallel autoencoders, one for each image
domain, that share a code layer or latent space denoted Z. In
our case, we use CCA on the code layers to align them. When



code alignment is accomplished, we can couple encoders and
decoders across domains to perform domain translation.

Figure 1 illustrates the code-aligned autoencoders. Let
X, Y and Z denote data samples from image patches in
X, Y and Z. The encoders aim to learn mapping functions
R(X): X — Zand P(Y) : Y — Z that encode information
from image patches in X and ) into Z. The decoders are rep-
resented by functions S(Z) : Z— X and Q(Z) : Z— ) that
restore image patches in X and ) from codes in Z. To train
the network we combine the five loss terms described next
(where the vector ¥ collects all parameters of both encoders
and decoders).

Reconstruction loss: Given a paired data sample { X, Y},
the standard autoencoder reconstruction loss measures the
mean squared errors between the input samples X and Y and
their reconstructions, X = Q(R(X))and Y = S(P(Y)):

LoocV) = Ex{|X-X[F} + By {IY -VI}}, @

where || - || is the Frobenius matrix norm.

Weighted translation loss: The standard translation loss
measures the discrepancies between the real X and Y and
the translations X = Q(P(Y)) and Y = S(R(X)). Since
in our case, the translation should only match for unchanged
pixels, we weight the mean squared translation error by the
affinity-based prior, as proposed in [2]:

. 4
FExy (WY - Y2 . @

Cycle-consistency loss: A cyclically consistent network
should recreate the input when performing a full trans-
lation cycle, such as X = Q(P(S(R(X)))) or ¥ =
S(R(Q(P(Y)))). The cycle-consistency loss [8] is:

Love(®) = Ex{|X =X |3} + Ex {IY-Y|}f.

Weighted CCA loss: Assume that R(X ) and P(Y") have
dimension n x C'z. To assure that R (X') and P (Y") converge
to a common space, while suppressing change pixels from
training, we introduce the weighted CCA loss:

['wcca (19) =

6
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We use all available CCA components, thus the projection
matrices U and V have dimension C'z x Cz. Note the minus
in (6), as we want to maximize the crosscorrelation. We use
ridge penalty regularization in the CCA, and the backpropa-
gation scheme of [5].

Ly loss: We use standard Lo norm regularisation on all
neural network weights to counteract overtraining.

Total loss: The overall loss function is defined as:
Liot(¥) = AL, where £ holds the five loss terms and
A contains weights that balance them.

3. EXPERIMENTAL RESULTS

The proposed method is tested on two datasets. The first con-
sists of two multispectral optical images taken before and af-
ter a forest fire in Bastrop County, Texas, USA in October
2011. They were acquired by Landsat-5’s TM instrument
and the EO-1’s ALI instrument with 7 and 10 channels, re-
spectively. The second dataset covers a flood event in Sacra-
mento, California, USA in January 2017. The before-image
was acquired by Landsat-8 in eight channels from optical to
long-wave infrared and the after-image by Sentinel-1A in two
polarimetric SAR channels (VV and VH). Data and ground
truth is provided by the authors of [9] and [1].

All four CNNs are implemented with fully convolutional
layers, 100 filters in the hidden layers, and a coherent number
of them in the first and last layer (i.e. the same number of
the channel dimension of the input and output space respec-
tively). No bottleneck is used in the autoencoders, hence the
image dimension is preserved through all layers. The code
space has dimension H x W x 3. We use a leaky ReLU
activation function, a dropout rate of 20%, and an exponen-
tially decaying learning rate initialised to 10~%. Optimization
was done with a minibatch gradient descent algorithm and the
Adam optimizer run for 100 epochs. A patch size of 100100
pixels was chosen to have enough information for meaningful
covariance estimation in the CCA. The weights balancing the
loss terms are: Aree = Awtr = Acye = 1, Awcea = 10~2 and
Az, =5-1075, chosen with grid search. The network appears
robust to changes in all the parameters but Aycca-

The chosen evaluation metric is Cohen’s kappa coeffi-
cient, x [10]. We have evaluated the proposed method with
change detection performed in code space, CCA-projected
space and in the input spaces. The latter version performs
best and most consistently, and the results of this variant are
labelled DCCAE. This method is compared to the ACE-Net
and X-Net algorithms developed in [2], in addition to our im-
plementations of the SCCN [11] and cGAN [12] algorithms
used as benchmarks in [2]. It was here shown that ACE-
Net reaches state-of-the-art performance, whereas X-Net per-
forms slightly worse, but more stably in terms of the « vari-
ance. It is evident from the boxplots in Figure 2 and Figure 3
(boxes contain the 25 to 75 percentiles, whiskers extend to the
5 and 95 percentiles, and remaining data points are plotted as
red +) that the proposed method combines the best features
of the ACE-Net and X-Net and outperforms all considered al-
gorithms, noting that the seemingly good performance of the
SCCN algorithm on the California dataset is a side-effect of
degenerate behaviour, as explained in [2]. The accurate de-
tection results is also evident in the confusion maps of Fig. 4,
where we have colour coded true positives (white), true nega-
tives (black), false positives (green) and false negatives (red).

Reconstructed images, cross-domain translated images
and code space images are not shown due to space limita-
tions, but can be examined in [13]. These are vital to the
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Fig. 2: Comparison of Cohen’s x on Texas dataset.
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Fig. 3: Comparison of Cohen’s x on California dataset.

interpretation of performance and assessment of whether the
algorithm works as intended. We find that input space im-
ages (original, translated and cyclically translated images)
align consistently well, but that code images do not, and
that change detection in code space is therefore not suitable.
CCA-projected code images are well aligned, though, but the
projection changes too abruptly between images and batches
for change detection to be done in CCA-projected space.
These observations warrent further investigation.

4. CONCLUSIONS

A new method for unsupervised heterogeneous change de-
tection has been proposed by extending the approach in [2]
with CCA weighted by an affinity-based prior. The valida-
tion on challenging multisensor datasets suggest the effective-
ness of the unsupervised DCCAE method to generate accu-
rate change maps from heterogeneous bitemporal data, also
outperforming previous deep learning approaches in terms of
median and variance of Cohen’s kappa. These results confirm
the potential of information extracted from local affinity ma-
trices for this purpose. The proposed weighted CCA loss is
shown capable of aligning code spaces without the need for
adversarial training, which is often difficult or unstable.
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