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ABSTRACT

This paper describes an image validation tool for the gen-
eration of good-quality Earth Observation (EO) benchmark
datasets. We already developed an active-learning-based se-
mantic annotation tool which allows users to fast annotate im-
ages with few samples; this tool reaches about 90% accuracy.
A subsequent data cleaning tool then helps correct noisy data,
thus increasing the number of correctly labeled images to be
qualified as benchmark data. However, this work has an an-
noying bottleneck, namely the manual correction via visual
checks still costs a considerable amount of energy. There-
fore, this paper aims to discuss about the label relationships
in the embedding space, by proposing new metrics to distin-
guish four different ambiguous cases within a dataset, based
on pattern analysis. The interactive visualization then enables
users to visualize a dataset and explore unknown patterns.

The benefits are two-fold: firstly, experiments show the
proposed metrics greatly help decrease the manual labor
whilst keeping the essential data, thus enhancing the de-
gree of automation in the process of generating good-quality
benchmark datasets. Secondly, our approach provides possi-
bilities to interactively visualize and explore very large-scale
datasets in real time, thus providing help for further data
mining.

Index Terms— Benchmarks, interactive visualization,
image validation, pattern analysis.

1. INTRODUCTION

As already known, many EO applications exploiting ma-
chine learning techniques, especially deep learning tasks,
have raised the importance of appropriate training datasets.
However, data collection may be quite expensive, as it usually
costs lots of time and human labor.

Our motivation is to prepare analysis-ready Earth obser-
vation training datasets at minimal cost. We try to tackle the
following questions: how do we foster the generation of EO
image datasets and how do we guarantee the quality of the
generated EO image datasets? The answer to the first ques-
tion is to use active learning techniques, which adds human

expertise to the data interpretation loop, thus strengthening
interactive machine learning. The answer to the second ques-
tion is to embed the high-dimensional image dataset in a 2D
space, and use visualization techniques to enable human ex-
perts to validate the generated datasets, correct wrong seman-
tic labels, and enhance the quality of the datasets.

The EO community urgently needs new large-scale
benchmark datasets, to support further machine learning
and deep learning applications. With the inherent complexity
of EO data, more and more complex EO datasets are be-
ing generated continuously. A well-known example is the
BigEarthNet dataset for optical and SAR applications (using
both Sentinel-1 and Sentinel-2 data) [1]]. In addition, the
booming development of Artificial Intelligence (Al) stresses
the importance of good benchmark datasets.

With the emergence of more and more new public EO
datasets, when we consider the optical photo datasets col-
lected in the computer vision field, we have to take into ac-
count that even the famous ImageNet has 5% label error in its
validation set [2]].

1.1. Data validation

In our previous work which resulted in an active learning tool
for the generation of EO image benchmarks [3]], we already
tried to develop a data validation strategy. This tool supports
manual label corrections by visual inspection. The data val-
idation process helps refine the raw data and purifies the re-
sulting datasets, in order to achieve the required benchmark
quality.

However, we noticed a notorious bottleneck: the manual
correction led to an ample amount of work for the image ana-
lysts.

1.2. Pattern analysis

Pattern analysis concentrates on identifying rules that de-
scribe specific patterns within the data, for instance, for
anomaly detection. This technique is helpful to analyze the
relationships among data points, and to organize the data
points that fall into different patterns. Thus, in our case, it



is beneficial to distinguish the assigned labels with different
levels of confidence.

1.3. Interactive visualization

The integration of interactive visualization with the bench-
mark generation tool has shown several benefits [4], [3],
mainly in two fields: it enhances the operability of the tool;
and it arouses the users’ interest in exploring the datasets.
Thus, the current work puts some emphasis on the implemen-
tation of interactive visualization components within the tool.
Moreover, we can visualize four patterns (described in Sec-
tion 2) in the projected space, using our proposed interactive
visualization.

Here, we present a pattern-analysis-based EO image vali-
dation tool for the generation of EO benchmarks. This image
validation tool is implemented in an interactive visualization
manner allowing that a high-dimensional feature space can be
re-projected via dimensional reduction techniques.

2. BUILDING BLOCKS

In the following, we present our proposed image benchmark-
ing tool. Fig. [T|shows its framework, there are different mod-
ules included, mainly, an active-learning-based image annota-
tion tool, and an image validation tool (providing data visual-
ization and cleaning). The image annotation tool is inherently
implemented with active learning components which allow
the users to interact with it to generate trustworthy and reli-
able benchmarks by using only few samples. One can achieve
(on average) a classification accuracy of more than 90 percent
(still to be improved). More details of this tool can be found
in two papers (3], [6]. In order to recognize patterns (i.e.,
relationships within a dataset), and to validate and clean the
generated datasets, an image validation tool has been devel-
oped, too. It provides interactive visualization, equipped with
real-time rendering. The bottleneck is this real-time render-
ing that requires lots of resources, as well as the handling of
labels with uncertainties, for instance, points on the classifi-
cation boundaries. Our proposed optimization is to perform
statistical neighborhood pattern analyses, and a neighborhood
decision tree was designed to distinguish four kinds of neigh-
borhood patterns.

Thanks to the selected active learning techniques, the im-
age annotation tool can increase the efficiency of generating
EO image benchmark datasets - due to the facts that it’s fast
in speed, robust in processing different types of products, and
smart to train with user interactions. Furthermore, the im-
age validation tool enables users to visualize a dataset, and
perform an exploration of unknown patterns or classes, and
conduct visual data mining.

Moreover, compared with some state-of-the-art bench-
mark datasets which were mainly generated manually with a
fixed range of semantic labels, this tool extends our bench-

EO Semantics, Metadata,
Features Queries

Training Dataset Dataset
Data Base Visualization

Benchmark

Data Base Svat Data
n Management ystem . ;
Data Cleaning Svsgtem Validation Analysis 4

Image Search
; and Semantic
{ Annotation

s Multi-Knowledge
{ and Query

‘Active Learning
Semantic Labels

(Image Mining) Image Patch Features

Selected Metadata

~—
Dat:
Visualization Iéata MszI E0 Accae:s ;
aL eneration Gl el

! Product downloader

Image annotation tool
Visualisation and cleaning tool
Fig. 1: Framework of the benchmarking tool. In this pa-
per, two components are discussed: the image annotation tool
which is presented in [7]], and the visualization and cleaning
tool.

mark robustness as it allows for user-defined labels, rather
than just applying already existing labels to maps.

2.1. Pattern analysis

With the already generated labeled datasets, some classes are
more homogeneous and prone to be correct, while some other
classes are more ambiguous and are prone to be wrong. These
cases are often linked to false positive and false negative er-
rors. Thus, a big question for us is how to quantify the label
uncertainty.

In the projected feature space, we observed that there are
data points located on a decision border, and data points that
mix with a totally different cluster than they semantically be-
long to; These cases make the classification an intricate task.
When we analyze the neighborhood relationships, four pat-
terns are normally observed (cf. Fig[2)

* An outlier is a point which is far away from the main
body of data points, and with few neighbors.

* A border case is a point with a varying number of iden-
tical or different labels.

* A heterogeneous point is one surrounded by many
aliens.

* A homogeneous point is one surrounded by its own
group.

For a specific data point, the uncertainty of labels can be
represented by means of a Coefficient of Variation (CV). In
probability theory and statistics, CV is a standardized mea-
sure of dispersion of a probability distribution or frequency
distribution. It indicates how “’spread out” the members of a
sample or population are relative to the mean. The Coefficient
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Fig. 2: Neighborhood pattern analysis in a re-projected fea-
ture space. Four patterns of labels in relation with their neigh-
bor labels are shown.

of Variation is defined as: C'V = sd/muv with standard devi-
ation (sd) and mean value (mv) referring to the distance from
its neighbors.

In this work, the proposed two metrics are: CV(d) and
CV(d*1) with distance as weight (same label: 1, different la-
bel: -1). Then the four patterns can be distinguished by a
decision tree model. Outlier: CV(d) large, when CV(d) is
small, we look at the CV(d*1) metric; homogeneous: positive
small; heterogeneous: negative small; border: large.

As shown in Fig. |§|, CV(d) and CV(d*1) metrics are ap-
plied when we discriminate against these four patterns. On
the upper right corner is the embedding space showing the raw
dataset; on the bottom and on the left side are the correspond-
ing embedding spaces for each pattern. In the homogeneous
case, we notice very smooth pattern changes among the la-
beled image patches. The other three patterns are ambiguous
cases that need further processing.

Fig. 3: Neighborhood decision tree. An example of the corre-
sponding visualizations for the four patterns are shown close
to the branch nodes.

However, for the generation of good-quality benchmark
datasets, it’s not necessary to analyze all patterns, a simple
solution would be to concentrate on the homogeneous classes.

2.2. Interactive visualization-based data validation tool

With the interactive visualization-based image validation tool,
users can perform visual data mining. We can see the low-
dimensional embedding feature space, where similar patterns
are grouped together, as shown on the right side of Fig. ]

Here we present an example dataset which was gener-
ated within the framework of the H2020 CANDELA proj ectﬂ
The dataset contains 30,813 non-overlapping image patches
cropped from Sentinel-1 products, each of which has a size of
120x120 pixels with 20 m resolution. For this, we calculated
the SAR-adapted Weber features[8] with a length of 144 di-
mensions. There are four classes shown in different colors:
yellow represents mixed forest, purple represents mixed ur-
ban, red represents cropland, and blue represents sea.

Fig. 4: Data validation tool: Sentinel-1 dataset with a four-
class annotation made by the annotation tool [7]; different
colors represent different classes.

Fig. [ shows the original "messy” embedding space, if
only the homogeneous data points are shown. In contrast, Fig.
[6] (c) presents a much cleaner embedding space with 25,000
points out of the 30,000 points in total, where more than 80%
of the original data are preserved.

3. DISCUSSIONS

In this section, some intermediate results will be presented
and discussed. Fig. [5] shows the decision tree results of the
Sentinel-1 dataset for four patterns. A larger absolute value
means a higher discrepancy of a data point between its neigh-
borhood. With four scales of absolute values, the four patterns
are clearly depicted in red, green, magenta and blue.

Fig. [0 illustrates how these four patterns look like when
visualizing them in the embedding space. While the outlier
pattern (a) extracts the outlier layer of the embedding space;
the border pattern (b) extracts the "skeleton’ of the embedding

Thttps://candela-h2020.eu/



space; the homogeneous pattern (c) contains the mostly pure
embedding space, the heterogeneous pattern (d) captures the
ambiguous points in the embedding space.

While not yet covered in the context of this paper, a more
detailed look at the (d) heterogeneous pattern may help ex-
plain the unavoidable label error issue within the annotated
datasets, and other popular EO datasets as well.

Fig. 5: Decision tree results of the Sentinel-1 dataset for four
patterns: red represents outlier patches, green represents bor-
der patches, magenta represents heterogeneous patches, and
blue represents homogeneous patches.

(c) Homogeneous case

(d) Heterogeneous case

Fig. 6: Data validation tool for four pattern cases: (a) dis-
playing only the outlier pattern; (b) displaying only the bor-
der pattern; (c) displaying only the homogeneous pattern; (d)
displaying only the heterogeneous pattern.

4. OUTLOOK

Furthermore, the visualization of big-scale datasets like
BigEarthNet was made for 100,000 Sentinel-2 patches, show-
ing multiple labels. The demo video can be found under
BigEarthNet tour. Future work will try to analyze in detail
the heterogeneous pattern, and discuss about the validation of
multiple labels.
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