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ABSTRACT

While cloud/sky image segmentation has extensive real-world
applications, a large amount of labelled data is needed to
train a highly accurate models to perform the task. Scarcity
of such volumes of cloud/sky images with corresponding
ground-truth binary maps makes it highly difficult to train
such complex image segmentation models. In this paper, we
demonstrate the effectiveness of using Generative Adversar-
ial Networks (GANSs) to generate data to augment the training
set in order to increase the prediction accuracy of image
segmentation model. We further present a way to estimate
ground-truth binary maps for the GAN-generated images to
facilitate their effective use as augmented images. Finally, we
validate our work with different statistical techniques.

Index Terms— WSI, Cloud Image Segmentation, GAN,
Data Augmentation.

1. INTRODUCTION

Determining cloud coverage over a specific location at a
given time plays an important role in forecasting key weather
related parameters like rainfall, humidity, and solar irradi-
ance [1]. Additionally, exact spread of the clouds has been
proven to affect the power generated from the photovoltaic
systems [2]. While many a studies for cloud analysis have
been done using satellite images, they generally suffer from
low temporal and/or spatial resolution limiting their util-
ity. This has led to a growing popularity of ground-based sky
cameras, also known as Whole-Sky-Imagers [3, 4]. Although,
images captured by these cameras have good temporal resolu-
tion with localized focus, they are too noisy and have limited
information making them difficult to segment.

Traditional image processing techniques for image seg-
mentation tasks have generally been outperformed by more
recent advent of deep learning based methods [5]. It is also
applicable for the task of sky/cloud image segmentation. Us-
ing a total of 1128 annotated images, Dev et al. [6] trained
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a deep convolutional neural network (CloudSegNet) and re-
ported a maximum F-score of nearly 0.90 as compared to less
than 0.80 for previous efforts without deep networks [3, 7].
Similarly, Xie et al. [8] reported a pixel-wise classification
accuracy of more than 95% after training their proposed ar-
chitecture called SegCloud.

Although deep learning architectures have shown great
promise for the task, they need significantly high volumes of
labelled data to effectively optimize the large number of pa-
rameters and hyperparameters. Scarcity of such data in the
case of cloud/sky image segmentation makes the it highly
difficult to achieve higher accuracy and achieve robustness.
Hence, determining a method to generate such data in an au-
tomated way will be a huge help to generate highly accurate
cloud/sky image segmentation models.

In recent years, Generative Adversarial Networks (GANs)
and its variants have been successfully used to generate syn-
thetic images which look very similar to the real ones [9].
Modified GAN architectures are also suggested in the liter-
ature to append class labels as conditions for the GANs to
generate images [10]. While such variants help to generate
class labels corresponding to the auto-generated images for
the image classification tasks, it is still very difficult to gener-
ate ground-truth segmentation maps for the image segmenta-
tion tasks.

Using a publicly available dataset of sky/cloud images
with corresponding segmentation labels (Section 2), we train
a GAN to automatically generate new sky/cloud images (Sec-
tion 3.1). Ground truth segmentation labels are then estimated
by an unsupervised clustering algorithm (Section 3.1.1). A
simple regression model is then trained on the both non-
augmented set (Section 3.2) and the augmented set (Sec-
tion 3.2.1) to draw a meaningful comparison. The obtained
results are then discussed in Section 4 and the paper is finally
concluded in Section 5.

2. DATASET

In this study, we used a relatively small dataset of night-time
images called SWINSEG dataset [7]. The dataset contains a
total of 115 images (with 500 x 500 pixel resolution) depicting
night-time cloud/sky patterns. Furthermore, the ground-truth
binary segmentation maps are also provided in the dataset.



One of the major difficulties while dealing with the night-
time cloud/sky images is the blur which occurs between the
edges of sky and clouds. To resolve this issue, we use R — B
channel only for our analysis throughout this study [7]. Fig. 1
shows a few images that are available in the dataset along with
the extracted R — B channel and the provided ground-truth
binary maps.

Fig. 1. Sample images from the used SWINSEG dataset.
First column: original RGB images. Second column: ex-
tracted R — B channel. Last column: corresponding ground-
truth binary segmentation maps.

For the purpose of training the image segmentation model,
we have split the given dataset into the training set, the vali-
dation set, and the test set. The splitting is as follows:

* Training Set:

* Validation Set:

* Test Set:

69 Images (60%)
18 Images (15.65%)
28 Images (24.35%)

3. METHODOLOGY

The task is divided into two stages. In the first stage, we train
a GAN architecture to generate cloud/sky images, followed
by the estimation of the corresponding ground-truth binary
maps. The second stage deals with the training of a prediction
model to perform the cloud image segmentation. This is done
using the Partial Least Squares (PLS) regression model [11].

3.1. GAN for cloud/sky image generation

Generative Adversarial Networks (GANs) are highly valued
for their ability to generate synthetic images which look sim-
ilar to the real ones [9]. A GAN is composed of two parts,
namely, a generator and a discriminator. While the genera-
tor’s task is to generate images from latent noise such that the
discriminator fails to classify it as ‘fake’, the discriminator’s
task is to successfully segregate fake images that are gener-
ated by the generator from the real images. Fig. 2 shows the
GAN architecture which is used in this study.

Before proceeding with the training of the defined GAN,
training data is augmented with basic image transformation
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Fig. 2. GAN architecture used to generate synthetic cloud/sky
images which look similar to the original image.

Output

procedures of rotation and reflection. The images are thus
16-folded by rotating the original images (by 90°, 180°, and
270°) and then reflecting the resulting images both vertically
and horizontally. Post augmentation, the images are normal-
ized in the range [—1, 1] for the training process (see equa-
tion 1). This means that the generator also learns to construct
images in the same range. Hence, before finally using the gen-
erator to generate images for the second stage of this study,
we again convert them back to the actual range of [0, 255]
(see equation 2).
ixel
pizel_y 1 = 1%70.’5255] -1 (D
pizelg 255 = |(pizeli_1,1) x 127.5) +127.5]  (2)

The GAN is finally trained using the Adam optimizer [12]
(with a learning rate of 0.00025) and the cross-entropy loss
function with a batch size of 32 and for 1000 epochs using
the TensorFlow 2.1.0 library over MX150 GPU (with 2GB
memory) running CUDA 10.1 and cuDNN 7.6 version. Fig. 3
shows some of the cloud/sky images that were generated by
the trained generator. Since all the original images were con-
verted to R — B channel (as described in Section 2), the gen-
erated images correspond to the processed R — B channel.

Fig. 3. Sample cloud/sky images (in R — B channel) that were
generated by the trained GAN.

3.1.1. Ground truth estimation

Since the GAN only generates the sky/cloud images, we
estimate the corresponding binary segmentation maps us-
ing an unsupervised clustering algorithm, as proposed by



Dev. et. al. [13]. The clustering algorithm gives pixel-wise
maps which were smoothened to estimate area-wise maps
similar to the ones present in the SWINSEG dataset (see
Fig. 4 for reference results). We use the smoothened bi-
nary maps as the reference ground-truth maps for the images
generated by GAN.

Fig. 4. Starting from left, (a) a sample image which was gen-
erated using the trained generator of the GAN, (b) ground-
truth estimate of the binary map (obtained using the unsuper-
vised clustering algorithm), (c) smoothened binary map (to be
finally used as the estimated ground-truth value).

3.2. PLS model to perform image segmentation

PLS regression has already been used to perform cloud/sky
image segmentation tasks for small image datasets [4]. Al-
though more complex deep learning algorithms may perform
better for this task, they also need huge datasets for effective
training which is not the case here.

This regression technique projects both the source and tar-
get variables to a lower dimension space before attempting
to fit the regression model. The number of dimensions of
the projected space is also called the ‘number of components’
(n_comp), which is a hyper-parameter for this technique. It is
optimized by computing the coefficient of determination (R2)
for different values of n_comp on both training and validation
sets. We pick the value of n_comp for which the value of R?
on validation set is maximum, i.e. n_comp = 8 (see Fig. 5).
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Fig. 5. Hyper-parameter tuning to determine the optimal
number of PLS components.

3.2.1. GAN Augmentation

Augmenting images generated from GAN is not straightfor-
ward due to the fact that the ground-truth maps were only
estimated and not manually assigned. This leads to the fact

that some GAN generated images and its corresponding bi-
nary maps (i.e. the estimated and smoothened ground-truth
maps), or generated ‘data points’, are highly incoherent or in-
accurate. Such data points, when added to the training set act
as huge outliers for the generic trend. Since any regression
model doesn’t ignore such outliers by default, they throw off
the model from its original trajectory; thereby resulting in a
low score (or high error rate). We removed any and all such
outliers by utilizing the validation set once again.

We augment the training set with one data point at a time
and recalculate the value of R? on the training set and the
validation set (see Fig. 6). If the newly obtained value of R?
on validation set is less than the original value of R? on the
validation set, the data point is declared as an outlier or un-
favourable. Only the favourable data points were finally aug-
mented to the training set on which final results are reported.
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Fig. 6. Finding favorable data points which were generated
by the process described in Section 3.1.

4. RESULTS

To evaluate the effectiveness of augmenting training set with
the GAN generated data points, we calculate the value of co-
efficient of determination (R?) for the trained PLS model with
and without augmentation. Table 1 shows that post augmen-
tation, R? decreases on training set but increases on test set.
This shows that augmenting GAN generated images helps in
better generalization of the model.

Cases || R’ (Training) [ R” (Test)
Without Augmentation 0.568 0.372
After Augmentation 0.539 0.377

Table 1. Coefficient of determination (R?) as calculated when
the PLS model was trained without augmenting the training
set and after augmenting the training set.

Since the PLS model generates real numbered values in
range (—00, 00), a threshold value (say, thr) needs to be iden-
tified to convert the predicted image into a binary segmenta-
tion map. For a particular value of thr, we created a confusion



matrix for each image while considering clouds as positives
and sky as negatives. The confusion matrix was used to plot
the ROC (receiver operating characteristic) curves for each
image and determine the optimal value of thr (see Fig. 7).
Using the optimal values of thr, average values of Precision,
Recall and F-Score over the entire test set are computed. Ta-
ble 2 shows an improvement in the F-Score for the post aug-
mentation case.
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Fig. 7. ROC curves for a sample image from the test set as
computed for without and with augmentation cases.

Cases H Precision \ Recall \ F-Score
Without Augmentation 0.846 0.749 0.776
After Augmentation 0.862 0.744 0.781

Table 2. Values of Precision, Recall and F-Score metrics
when computed over the entire test set for the two cases.

5. CONCLUSION & FUTURE WORK

In this paper, we demonstrated the effectiveness of GANs in
data augmentation for cloud/sky image segmentation tasks.
While GANs were used for generating raw cloud/sky images,
corresponding ground-truth binary segmentation maps were
estimated using an unsupervised clustering algorithm. Even
then we observed a slight improvement in both metrics, i.e.
the coefficient of determination and the F-score, when the
training set was augmented by GAN generated images. In
future, we intend to modify the GAN architecture in order
to generate ground-truth segmentation maps alongside the
cloud/sky images. Further, we plan to verify their effective-
ness when used alongside more complex prediction models
like deep convolutional neural networks.
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