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ABSTRACT

Building extraction and height estimation are two important
basic tasks in remote sensing image interpretation, which are
widely used in urban planning, real-world 3D construction
and other fields. Most of existing research regards the two
tasks as independent studies. Therefore the height informa-
tion cannot be fully used to improve the accuracy of building
extraction, and vice verse. In this work, we combine the in-
dividuaL buIlding extraction and heiGHt estimation through
a unified multiTask learning network (LIGHT) for the first
time, which simultaneously outputs a height map, bounding
boxes and a segmentation mask map of buildings. Specif-
ically, LIGHT consists of an instance segmentation branch
and a height estimation branch. In particular, so as to ef-
fectively unify multi-scale feature branches and alleviating
feature spans between branches, we propose a Gated Cross
Task Interaction (GCTI) module that can efficiently perform
feature interaction between branches. Experiments on the
DFC2023 dataset show that our LIGHT can achieve supe-
rior performance, and our GCTI module with ResNet 101 as
the backbone can significantly improve the performance of
multitask learning by 2.8% AP50 and 6.5% δ1, respectively.

Index Terms— Building Extraction, Instance Segmenta-
tion, Height Estimation, Multitask Learning, Cross Task In-
teraction

1. INTRODUCTION

Buildings play an essential role in urban activities. The acqui-
sition and update of building layouts in cities are important for
socioeconomic analysis, and urban planning. The technology
of remote sensing and satellite image analysis provides a fast
and cheap solution to building extraction and building height
estimation in large scenes, which are the two key challenges.
Besides, building extraction and height estimation play a piv-
otal role in 3D reconstruction of urban buildings and other
fields.

* Corresponding author.

Input:

Satellite Image

Output1:

Instance Segmentation

Output2:

Height Information

Fig. 1. Unified multitask learning for satellite imagery: Given
(a) real orthophotos, the goal is to simultaneously output (b)
instance segmentation results (including mask and bounding
box) and (c) height information.

The research on building extraction is mainly divided into
pixel-wise extraction [1], which focuses on pixel-wise build-
ing classification in images, and vector extraction [2], which
is to extract vectorial outlines of buildings by extracting key
corner points of polygons. In addition, existing height estima-
tion methods are mainly divided into discrete estimation [3]
and continuous estimation [4], which produce discrete heights
or continuous heights. Building3D [4] attempts to embed the
two heterogeneous tasks into a framework to output pixel-
wise building segmentation maps and height estimation maps,
but it depends on two independent networks without consider-
ing the mutual feed of features. Although ASSEH [5] consid-
ers the mutual feed of cross-task features between networks,
it cannot distinguish single individual building instances.

In this work, for joint individual building extraction and
height estimation from satellite images, we propose a unified
multitask Learning network named LIGHT. To the best of
our knowledge, it is the first attempt to unifying these two in-
dependent tasks into a single end-to-end network. As shown
in Fig. 1, our LIGHT can output a pixel-wise segmentation
map, bounding boxes which are used to distinguish individ-
ual buildings, and a height map of buildings. Specifically, our
LIGHT consists of a branch for building instance segmen-
tation (including masks and bounding boxes) and a branch
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Fig. 2. The flowchart of our unified multitask learning network LIGHT. The input is a satellite image. The outputs include an
instance segmentation result (including a mask map and bounding boxes) and a height estimation map.

for height estimation of buildings. The two branches share
a common backbone for feature extraction. The building in-
stance segmentation branch is rooted in the Mask-RCNN [6]
network. And the main components of the building height
estimation branch are a Pyramid Pooling Module (PPM) [7]
and a height estimation head. In addition, we propose a Gated
Cross Task Interaction (GCTI) module, which promotes mu-
tual information exchange between the two parallel branches,
so as to improve the multitask learning ability of LIGHT net-
work. Specifically, our GCTI module is composed of a ba-
sic gate unit, which aggregates features from two branches to
different degrees by computing gate maps to achieve mutual
feed of features. By introducing GCTI, our LIGHT is able to
achieve efficient multitask learning by enhancing the feature
communication between two branches.

We conduct extensive experiments compared with the
baseline. It demonstrates that our LIGHT has a significant
enhancement over single-task learning methods, and demon-
strates the effectiveness of our GCTI on multitask learning.
On the DFC2023 [8] dataset, LIGHT can simultaneously
achieve high-accuracy instance segmentation and height esti-
mation.

2. PROPOSED METHOD

In this paper, we propose a unified multitask learning net-
work (LIGHT) for joint individual building extraction and
height estimation, aiming to simultaneously output instance
segmentation results (including masks and bounding boxes)
and height estimation results, given a satellite image tile as
input.

2.1. Unified Multitask Learning Network

As shown in Fig. 2, our LIGHT network consists of two
branches: an instance segmentation branch and a height es-
timation branch. The instance segmentation branch is fur-
ther divided into two subbranches for bounding box and mask
predictions, respectively. In the height estimation branch,
LIGHT first extracts pyramidal features through a Pyramid
Pooling Module (PPM) [7], and then regresses the height of
buildings through a height estimation head. The height esti-
mation head is composed of a convolution layer, a batch nor-
malization layer, a convolution layer, and a sigmoid operation
in sequence, and finally outputs the pixel-wise height map,
which can be formulated as:

H = Sigmoid(Conv(BN(Conv(F)))) (1)

where Conv and BN represents 2D convolution and batch
normalization, respectively. F is the feature map derived from
PPM. H is the output of the height estimation branch.

Loss Function. The loss function of our LIGHT frame-
work consists of three parts: detection loss Ldet, mask loss
Lmask and height loss Lheight. The detection loss and mask
loss refer to MaskRCNN. And the height loss adopts Smooth
L1 Loss. Then, the total loss Ltotal is obtained by combining
three losses, which can be expressed as Ltotal = λ1Ldet +
λ2Lmask + λ3Lheight, where λ1, λ2, and λ3 are the weights.
In the experiments, we set {λ1 = 1.0, λ2 = 1.0, λ3 = 1.0}.

2.2. Gated Cross Task Interaction

To enhance feature interactions between the multitask branches,
we introduce a Gated Cross Task Interaction (GCTI) mod-



Table 1. The performance of LIGHT on DFC2023 dataset. HeightBase represents the height estimation branch of our LIGHT
network. ‘w/ GCTI’ means that LIGHT is embedding with Gated Cross Task Interaction (GCTI) module.

Method w/ GCTI Backbone mAP↑ AP50↑ δ1 ↑ δ2 ↑ δ3 ↑ Inference time (ms)
MaskRCNN [6] - ResNet-50 22.8 49.1 - - - 88
HeightBase - ResNet-50 - - 23.3 30.5 35.4 87
LIGHT (ours) % ResNet-50 22.2 53.9 38.2 43.2 47.4 108
LIGHT (ours) ! ResNet-50 24.7 57.4 38.3 44.0 48.3 127
MaskRCNN [6] - ResNet-101 23.2 55.2 - - - 98
HeightBase - ResNet-101 - - 29.6 35.9 41.1 101
LIGHT (ours) % ResNet-101 22.5 54.9 44.6 48.6 52.3 115
LIGHT (ours) ! ResNet-101 25.3 57.7 51.1 54.4 57.6 137

ule. Through the GCTI module, features between the two
branches achieve mutual feature enhancement. Specifically,
our GCTI can make full use of the semantic information in the
building extraction branch to enhance the learning ability of
height features, and at the same time, the height of buildings
can also benefit the extraction of buildings. Mathematically,
{F1,F2, ...,Fl} are the semantic features derived from the
FPN module, and Fh is the height feature derived from the
convolution layer after the backbone in the height estimation
branch. Select any of Fi and Fh as the target feature, and the
rest as source features. Taking Fh as the target feature as an
example, as Ft = Fh. As shown in Fig. 2, firstly, the source
features Fi are bilinearly interpolated to change the feature
resolution to the target feature scale, as F

′

i = bilinear(Fi).
Then, the source features F

′

i and target feature Ft are re-
spectively passed through Gate Map Encode to generate gate
maps. First, gate features Fg

i and Fg
t can be expressed as:

{Fg
i ,F

g
t } = {Conv1(F

′

i), Conv1(Ft)} (2)

where Conv1 is the 2D convolution. Next, we utilize 2D con-
volution and sigmoid operations to generate the source gate
maps Mi and target gate map Mt, as:

{Mi,Mt} = {σ(Conv2(Fg
i )), σ(Conv2(F

g
t ))} (3)

where Conv2 and σ represents the convolution layer and the
sigmoid operation, respectively. Next, the source gate map
Mi is multiplied by the gate features Fg

i , and then all source
features are aggregated to Fagg , which is expressed as:

Fagg =

l∑
i=1

Mi � Fg
i (4)

where � is the Hadamard product. For the target feature
branch, we set different gate weights to aggregate source and
target gate features to F

′

agg , which can be expressed as:

F
′

agg = (1 +Mt)F
g
t + (1−Mt)Fagg (5)

Finally, the features F
′

agg are encoded into the final interac-
tion feature, which can be expressed as Fout = Conv(F

′

agg)+

F
′

agg . The processing of Fi as the target feature is the same.

3. EXPERIMENTS AND RESULTS

3.1. Dataset and Inplementation

Dataset. Experiments are conducted on the DFC2023 [8]
track2 dataset, which consists of 12 cities across five con-
tinents. Furthermore, the dataset provides not only optical
images but also synthetic aperture radar (SAR) images. The
reference includes building annotations and a building height
for each satellite image tile.

Inplementation. LIGHT is implemented on Pytorch
framework and runs on NVIDIA RTX 3090 GPU. During
training, the model is trained with a stochastic gradient de-
scent (SGD) optimizer. Momentum is 0.9 and weight decay
is 0.0001. For experiments, the image size is resized to
512×512, and the total number of epochs, batch size and
initial learning rate are set to 36, 2 and 0.02, respectively.

3.2. Quantitative Analysis

Performance. As shown in Table 1, we show the experi-
mental performance of our LIGHT under different backbones
along with ablation experiments. First, whether ResNet50 or
ResNet101 is chosen as the backbone, our unified multitask
learning network is able to achieve performance comparable
to or even significantly higher than that of single-task net-
works. This convincingly demonstrates the possibility and
benefits of unifying the two heterogeneous tasks of build-
ing instance segmentation and height estimation in a single
end-to-end network. In particular, our unified multitask net-
work (without GCTI) achieves 53.9% AP50, 38.2% δ1 when
ResNet50 is used as the backbone, which are 4.8% higher
than MaskRCNN [6] and 14.9% higher than HeightBase, re-
spectively. The introduction of GCTI can greatly improve
the numerical performance of both tasks. In particular, when
ResNet101 is used as the backbone, our LIGHT (with GCTI)
achieves the best performance, reaching 57.7% on AP50 and
51.1% on δ1, which achieves 2.8% and 6.5% improvements
on AP50 and δ1, respectively. This proves that GCTI can ef-
fectively learn height features and semantic features interac-
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Fig. 3. Visualizations of our LIGHT. Input: RGB satellite
image tiles (Line 1). Output: Instance segmentation (Line 2)
and height estimation (Line 3) of buildings.

tively, and using the features of different tasks can effectively
enhance the performance of the heterogeneous tasks.

Inference Time. According to the inference time in the
table, it is concluded that for the two single tasks to inference
in turn, the inference speed of our LIGHT without GCTI (108
ms) is faster than the combination of two-task inference time
(175ms: 88ms+87ms). Moreover, after adding GCTI, our in-
ference time (127ms) is also better than the sum of the infer-
ence time of the two networks.

3.3. Qualitative Analysis

As shown in Fig. 3, we present the visualization results of
our method. The input is satellite image tiles, and the out-
put is the instance segmentation (including mask and bound-
ing box) and height estimation results of buildings. Qualita-
tive visualization results reveal that our LIGHT achieve high-
quality visualization results in building instance localization,
segmentation, and height estimation. It demonstrates that our
LIGHT is effective, showing that unifying instance segmen-
tation and height estimation in one network is feasible.

4. CONCLUSION

In this paper, we propose a LIGHT network, which uni-
fies instance segmentation and height estimation of build-
ings into a network for the first time. Further, we introduce
GCTI to strengthen the feature mutual feed between the two
branches. We conduct extensive experiments to demonstrate
that LIGHT outperforms conventional single-task networks.
In addition, the experiments prove that GCTI can effec-
tively realize the efficient communication between cross-task
features and improve the performance of both tasks. Our
LIGHT provides new insights into multitask learning for

joint individual building extraction and height estimation and
remote sensing image analysis.
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