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Abstract

The vulnerability of face recognition systems to presenta-
tion attacks has limited their application in security-critical
scenarios. Automatic methods of detecting such malicious
attempts are essential for the safe use of facial recognition
technology. Although various methods have been suggested
for detecting such attacks, most of them over-fit the training
set and fail in generalizing to unseen attacks and environ-
ments. In this work, we use transfer learning from the vi-
sion transformer model for the zero-shot anti-spoofing task.
The effectiveness of the proposed approach is demonstrated
through experiments in publicly available datasets. The
proposed approach outperforms the state-of-the-art meth-
ods in the zero-shot protocols in the HQ-WMCA and SiW-M
datasets by a large margin. Besides, the model achieves a
significant boost in cross-database performance as well.

1. Introduction
Face recognition offers a simple yet convenient way for

access control. Though face recognition systems have be-
come ubiquitous [23], its vulnerability to presentation at-
tacks (a.k.a spoofing attacks) [29], [22] limits the appli-
cation of these systems in safety-critical applications. An
unprotected face recognition (FR) system might be fooled
by merely presenting artifacts like a photograph or video in
front of the camera. The artifact used for such an attack is
known as a presentation attack instrument (PAI).

As the name indicates, presentation attack detection
(PAD) systems try to protect FR systems against such ma-
licious attempts. Though a wide variety of presentation at-
tacks are possible, the majority of the research efforts have
focussed on the detection of 2D attacks such as prints and
replays, mainly due to the easiness of producing such attack
instruments. Most of the research in PAD focus on the de-
tection of these attacks using the RGB spectrum alone, us-
ing either feature-based methods or Convolutional Neural
Network (CNN) based approaches. Several feature-based
methods using color, texture, motion, liveliness cues, his-

Figure 1. Vision Transformer model adapted for the presentation
attack detection (PAD) task. The final layer is replaced and fine-
tuned for the binary classification task (Image adapted from [11]
and [36]).

togram features [6], local binary pattern [28], [10] and mo-
tion patterns [2] have seen proposed over the years for per-
forming PAD. However, most of the recent state-of-the-art
results are from CNN-based methods. Specifically, CNNs
using auxiliary information in the form of binary or depth
supervision have shown to improve performance greatly
[3, 14]. Nevertheless, the majority of these methods per-
form well only in the case of 2D attacks and the perfor-
mance of such methods degrade when evaluated against so-
phisticated 3D and partial attacks [27]. Even in the case
of 2D attacks, these models often fail to generalize towards
unseen attacks and environments.

Recently, several multi-channel approaches have been
proposed to address the limitations of PAD systems [18, 31,
17]. Though such methods achieve superior performance as
compared to RGB methods, the cost of additional hardware
required limits the application of such methods to protect
legacy RGB-based FR systems. Hence, it is desirable to
have a robust RGB-based PAD method that is robust against
a wide variety of 2D, 3D, and partial attacks. Ideally, a PAD
system should be able to generalize well to unseen attacks
and environments.

In most cases, the amount of data available to train a PAD
model is very limited. This limits the possibility of training
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deep architectures from scratch. And from the literature,
transfer learning from a pre-trained network has proven to
be an effective strategy to deal with the limited data prob-
lem. Moreover, a pre-trained network could also help with
addressing the domain shift as the model has seen a wide
variety of images in different environments.

In this work, we investigate the effectiveness of the vi-
sion transformer model [11] for the zero-shot presenta-
tion attack detection problem. We compare the proposed
method with both state-of-the-art methods and fine-tuned
CNN models. Specifically, we investigate the performance
of this method in challenging unseen attack and cross-
database scenarios.

To the best knowledge of the authors, this is the first work
using vision transformers for the presentation attack detec-
tion task. The main contributions of this work are listed
below.

• Introduces a simple yet effective Vision Transformer-
based PAD framework.

• Shows the effectiveness of the vision transformer
framework in an unrelated downstream task while
adapting only a minimal number of parameters in the
training stage.

• The proposed approach has been extensively evaluated
in challenging unseen and cross-database conditions
and it achieves the state of the art performance, out-
performing other baselines by a large margin.

Additionally, the source code and protocols to reproduce
the results are available publicly1 to allow further extension
of the work.

2. Related work
Presentation Attack Detection: The majority of face
presentation attack detection methods deal with the detec-
tion of 2D attacks. And most of these methods capitalize on
capturing the quality degradation of the samples during re-
capture. Feature-based methods such as as motion patterns
[2], Local Binary Patterns (LBP) [6], image quality features
[13], and image distortion analysis [37] have been utilized
over the years for PAD. Most of the recent PAD methods
use CNN based approaches [26, 14, 3]. Since many of these
methods depend on quality degradation during recapture to
distinguish attacks from bonafide, they may not be suitable
for the detection of sophisticated attacks like 3D masks and
partial attacks. Since the quality of attack instruments im-
proves over time, the PAD methods used should be robust
against unseen attacks as well.

Multi-channel methods have been proposed in the lit-
erature as a solution to handle a wide variety of attacks

1Source code: https://gitlab.idiap.ch/bob/bob.
paper.ijcb2021_vision_transformer_pad

[33, 34, 33, 12, 5]. The core idea of multi-channel/spectral
methods is the usage of complementary information from
different channels making it extremely hard for attackers to
fool the PAD systems. An attacker would have to replicate
the properties of a bonafide sample across different sensing
domains, making it difficult depending on the channels used
in the PAD system. In [18], George et al. presented a multi-
channel face presentation attack detection framework using
color, depth, infrared and thermal channels. Several recent
works have also achieved good PAD performance utilizing
multi-channel information [20, 16, 15].

Though multi-channel information could alleviate the is-
sues with the PAD systems, the cost of the hardware in-
creases with additional channels used. Moreover, it limits
the widespread adoption of the PAD system, leaving legacy
face recognition systems unprotected. An RGB-only PAD
framework, which performs robustly across unseen attacks
and environments is essential for the secure usage of legacy
face recognition systems.

Transformer Models: The Transformer models pro-
posed in [36] introduced a novel approach towards sequence
transduction tasks obviating the need for convolution or re-
currence mechanisms. Transformers essentially capitalize
on the attention mechanism to model dependencies between
input and output. As opposed to other recurrent methods,
Transformer allows significant parallelization in sequence
tasks, while achieving the state of the art results in many
tasks. There have been several attempts to use the Trans-
former framework for vision tasks, some of the methods
used initial layers of pre-trained models [25] to get features
to be used in the Transformer model. Various forms of po-
sition encodings, i.e., fixed or learned are also added to the
features before passing to the Transformer layers. The work
in [8] used the encoder-decoder structure of the Transformer
for the object detection task.

3. Proposed method

In this work, we propose to use transfer learning from
a pre-trained Vision Transformer model for zero-shot face
anti-spoofing task. The different stages of the framework
are detailed in the following sections.

3.1. Preprocessing

The CNN model accepts images of resolution 224×224.
To avoid the contribution from the background and other
database biases, we crop the face regions in the preprocess-
ing stage. First, face detection and landmark localization
are performed using the MTCNN [39] algorithm. The de-
tected faces are aligned so that the eye centers are horizon-
tally aligned. After this alignment, the images are cropped
to a resolution of 224× 224.

https://gitlab.idiap.ch/bob/bob.paper.ijcb2021_vision_transformer_pad
https://gitlab.idiap.ch/bob/bob.paper.ijcb2021_vision_transformer_pad


3.2. Network Architecture

The proposed framework uses the recently proposed vi-
sion transformer [11] architecture as its back-bone. The de-
tails are given in the following sections.

The Vision Transformer model: Transformers were ini-
tially proposed by Vaswani et al. [36] for machine trans-
lation applications. These models leverage the attention
mechanism and this framework has found applications in
many natural language, audio, and vision tasks. The at-
tention layers [4] aggregate information from the entire
length of the input sequence. Transformers introduced
self-attention layers that scan through and update each el-
ement in a sequence using the information from the whole
sequence. Essentially, they explicitly model all the pair-
wise interactions between the components in the input se-
quence. Recently authors in [11] applied the standard trans-
former with minimal modifications for the image classifica-
tion task. An image is divided into patches, and embeddings
obtained from the patches are used as the sequence input for
the transformer. The vision transformers introduce a new
way for image classification instead of using convolutional
layers. A sequence of image patches is used as the input
followed by transformer layers.

While trained with large amounts of data, the vision
transformer models outperform the state-of-the-art methods
in many vision benchmarks. However, retraining such a
large model from scratch is very computationally expen-
sive. However, fine-tuning offers a way to utilize these
powerful models in limited data scenarios without requir-
ing much computational power. We used the model trained
with 16 × 16 patches, meaning the input sequence length
will be the number of patches HW

162 , where H and W are the
height and width of the input image in pixels. In addition to
patch embeddings, a 1D positional embedding is also added
to retain positional information. After the transformer lay-
ers, an MLP head consisting of a fully connected layer was
added for the classification task.

In this work, we investigate the transferability of the pre-
trained Vision Transformer model for the PAD task. Specif-
ically, we replace the last layer with a fully connected layer
with one output node and we fine-tune the model using bi-
nary cross-entropy loss (BCE). We have conducted experi-
ments with adapting a different set of layers to find the ef-
fect of fine-tuning when trained with a small dataset. The
framework used for PAD is depicted in Fig. 1.

Implementation details: We adapted the Vision Trans-
former base network described in [11], from the open-
source implementation provided in [38]. Pretrained weights
provided was used to initialize the network. Specifically,
we used the “base” variant of the pre-trained model, made
available for an image size of 224 × 224, with a patch size
of 16 × 16. We used the model with the same resolution

as other baselines (224× 224), to enable ready comparison
between other ImageNet pre-trained models. Data augmen-
tation was performed during the training phase with ran-
dom horizontal flips with a probability of 0.5. The network
was supervised with binary cross-entropy loss (BCE), with
a fixed learning rate of 1×10−4 and a weight decay parame-
ter of 1×10−5. A batch size of 16 was used (due to the large
size of the model, and memory constraints) during training.
We used the standard Adam Optimizer [24], for training the
model on a GPU grid for 20 epochs. The best model was
selected based on the minimum loss in the validation set.
The architecture was implemented using the PyTorch [32]
library, and the training and evaluation components were
implemented using the Bob2 [1] library to make it easy to
reproduce the results.

4. Experiments
Details of the databases used and the experimental re-

sults with the proposed approach are detailed in this section.

4.1. Databases

A wide variety of attacks are required to evaluate the per-
formance of algorithms against unseen attacks. Most of the
publicly available PAD datasets are limited to 2D print and
replay attacks. Hence, we selected two publicly available
datasets that contain a wide variety of 2D, 3D, and partial
attacks, namely HQ-WMCA and SiW-M datasets.

HQ-WMCA dataset: The High-Quality Wide Multi-
Channel Attack (HQ-WMCA ) dataset [20, 30] consists of
2904 short multi-modal video recordings of both bonafide
and presentation attacks. The database includes both obfus-
cation and impersonation attacks and the attack categories
present are print, replay, rigid mask, paper mask, flexible
mask, mannequin, glasses, makeup, tattoo, and wig. The
number of bonafide subjects available is 51 and the dataset
contains several data streams captured synchronously such
as color, depth, thermal, infrared (spectra), and short-wave
infrared (spectra). In this work, we utilize only the RGB
data stream from the dataset. The RGB videos are captured
at a resolution of 1920× 1200.

We have created leave-one-out (LOO) attack protocols in
HQ-WMCA by leaving out one attack type in the train and
development set. The evaluation set consists of bonafide
and the attack type which was left out. These sub-protocols
constitute the zero-shot (or leave-one-out) protocols, which
emulate the scenario of encountering an unseen attack type
in a real-world scenario. We have also used the grandtest
protocol which consists of attacks distributed in the train,
development, and test sets (with disjoint identities across
folds), specifically for cross-database performance evalua-
tion.

2https://www.idiap.ch/software/bob/

https://www.idiap.ch/software/bob/


SiW-M dataset: The Spoof in the Wild database with
Multiple Attack Types (SiW-M ) [27] again consists of a
wide variety of attacks captured using an RGB camera. The
number of subjects present is 493, with 660 bonafide and
968 attack samples with a total of 1628 files. There are
13 different sub-categories of attacks, collected in differ-
ent sessions, pose, lighting, and expression (PIE) variations.
The attacks consist of various types of masks, makeups, par-
tial attacks, and 2D attacks. The RGB videos are available
in 1920× 1080 resolution 3.

We use the leave-one-out (LOO) testing protocols avail-
able with the SiW-M [27] dataset for our experiments. The
protocols available with the dataset consists of only train
and eval sets. In each of the LOO protocols, the training
set consists of 80% percentage of the bonafide data and 12
types of spoof samples. The test set consists of 20% of
bonafide data and the attack which was left out in the train-
ing set. We created a subset of the train set (5%), as the dev
set for model selection. In addition to the protocols avail-
able with the dataset, a grandtest protocol was also created
(as done in [16]) specifically for cross-database testing with
attacks distributed more or less equally across folds.

4.2. Metrics

For the evaluations in HQ-WMCA dataset, we have used
the ISO/IEC 30107-3 metrics [22], Attack Presentation
Classification Error Rate (APCER), and Bonafide Presenta-
tion Classification Error Rate (BPCER) along with the Av-
erage Classification Error Rate (ACER) in the eval set. We
compute the threshold in the dev set for a BPCER value of
1%. The ACER in the eval set is calculated as the average
of APCER and BPCER computed at this threshold.

For the SiW-M database, to enable comparison with other
state-of-the-art methods, we follow the same method of re-
porting results as compared to [27]. Specifically, we apply a
predefined threshold on the eval set of all the protocols. The
ACER, APCER, and BPCER are computed using a fixed
threshold of 0.5 on all the sub-protocols. Additionally, the
equal error rate (EER) is also reported in the eval set.

For cross-database testing, Half Total Error Rate (HTER)
is used following the convention in [16], which computes
the average of False Rejection Rate (FRR) and the False
Acceptance Rate (FAR).

HTER is computed in the eval set using the threshold
computed in the dev set using the EER criterion.

4.3. Baseline methods

We have implemented three CNN-based baselines to
compare with the proposed method. Since the proposed

3The SiW-M dataset is currently not publicly available due to a possi-
ble revision of the dataset. However, we have performed the experiments
before the retraction of the dataset, and have obtained permission from the
authors of the dataset to include the results in the current manuscript. The
results correspond to the original release of SiW-M as used in [27].

method is based on transfer learning, we compare the
proposed method with transfer learning from two popular
architectures for image classification namely ResNet and
DenseNet architectures. Besides, we have implemented
DeepPixBiS architecture from literature which was specif-
ically designed for presentation attack detection task. In
addition to the implemented baselines, we compare the pro-
posed approach with state-of-the-art methods from the lit-
erature in the SiW-M dataset. The details of the baseline
methods implemented are given below.
ResNetPAD : Here we take the standard pre-trained ResNet
model [19], specifically we used the ResNet101 variant of
the architecture. We replace the final layer with a new fully-
connected layer making it suitable for binary classification.
And while training, only the final fully connected layer is
adapted.
DenseNetPAD: Similarly, here we take the standard
DenseNet model [21] for fine-tuning. We used the
DenseNet161 variant of the architecture in our experiments.
Here again, we replace the final layer with a new fully-
connected layer for binary classification and during train-
ing, only the last layer is adapted.
DeepPixBiS: This is a CNN based system [14] which
achieved good intra as well as cross-database performance
in challenging OULU-NPU [7] dataset. The network was
trained using both binary and pixel-wise binary loss func-
tions. The usage of pixel-wise loss acts as an auxiliary loss
function forcing the network to learn a robust classifier.
ViTranZFAS: This is our final proposed framework. Essen-
tially, we take the pre-trained vision transformer model [11]
and remove the final classification head. A new fully con-
nected layer is added on top of the embedding followed by
a sigmoid layer. The network is then trained using binary
cross-entropy loss function, adapting only the final fully
connected layer during training.

5. Experiments

We have conducted an extensive set of experiments in
both intra and intra-dataset scenarios in both HQ-WMCA
and SiW-M datasets. Specifically, we evaluate the base-
lines and the proposed approach in unseen attack environ-
ments (zero-shot) protocols as it indicates the performance
of these PAD systems encountering real-world attacks that
were not seen during training time.

Results in HQ-WMCA dataset: We have performed ex-
periments using all the LOO protocols in the HQ-WMCA
dataset and the results are tabulated in Table 1. The values
reported are the ACER in the eval set corresponding to a
threshold found from the dev set (using BPCER 1% crite-
rion). It can be seen that the proposed achieves much better
performance than the baseline methods, achieving an aver-
age ACER of 9.020± 7.99 %. This result is very promising



Table 1. Performance of the baseline systems and the proposed method in unseen protocols of HQ-WMCA dataset. The values reported are
ACER’s obtained in the eval set with a threshold computed for BPCER 1% in dev set.

Method Flexiblemask Glasses Makeup Mannequin Papermask Rigidmask Tattoo Replay Mean ±Std

DenseNetPAD 28.20 45.50 36.60 0.40 6.90 12.70 4.60 32.40 20.91±15.76
ResNetPAD 39.10 42.00 41.20 2.80 0.50 21.30 28.60 21.50 24.62±15.33
DeepPixBiS [14] 5.80 49.30 23.80 0.00 0.00 25.90 13.60 6.00 15.55±15.76
ViTranZFAS (FC) 2.60 15.90 25.80 2.70 2.30 9.50 2.40 12.40 9.20± 7.99

since only the last fully connected layer was retrained for
classification.

Results in SiW-M dataset: The SiW-M dataset contains
a wide variety of attacks. We have performed experiments
with the zero-shot protocols and the results are tabulated in
Table 2. In this database, the proposed approach achieves a
large performance improvement, nearly half of the error rate
as compared to the state-of-the-art methods. The proposed
approach performs well on most of the sub-protocols and
achieves a mean EER or 6.72± 5.66 %.

Analysis of training strategies: It was observed that fine-
tuning the last layer alone was achieving state-of-the-art
performance. Here we examine the effectiveness of retrain-
ing different sets of layers in the HQ-WMCA dataset. We
have considered three different settings for this study they
are,

• ViTranZFAS (FC): Here, only the last fully connected
layer is retrained, all the other layers are frozen, this
corresponds to the fine-tuning scenario from a pre-
trained model.

• ViTranZFAS (ALL) layers: All the layers from the ar-
chitecture are adapted during training.

• ViTranZFAS (E+FC): Here both the first embedding
layers as well as the final fully connected layer are
adapted.

The results for this set of experiments are shown in Table
3. Clearly, adapting only the FC layer achieves the best
results. Given the large amount of data used for training
the pre-trained model, adapting other layers appears to be
prohibitive with a limited amount of training data.

Figure 2 shows the t-SNE plots from the Vision Trans-
former embeddings (from the pre-trained models) on both
HQ-WMCA and SiW-M datasets individually and together
(for the eval set in the corresponding grandtest protocols).
It can be seen that there is already a good amount of sepa-
rability between bonafide and the spoof samples in the fea-
ture space. This could explain the good performance of the
proposed method just by adapting the final fully connected
layer.

Visualization of different classes: To further understand
the features contributing to the decisions, we computed the
relevancy maps for different classes. In [9], the authors

proposed a way to visualize the relevancy maps for Trans-
former networks. Essentially, their method assigns local
relevance based on the deep Taylor decomposition which
propagates the relevancy scores through the layers. This
method achieved the state of the art results compared to
other methods, for computing the relevancy maps for Trans-
former networks. We have computed the relevancy maps
for the fine-tuned Vision Transformer model (ViTranZFAS
(FC)). The relevance maps for various attack types are
shown in Fig. 3. Interestingly, in “Makeup” and “Tattoo”
attacks, the network correctly identifies the regions of im-
portance. For attacks like “Replay” and “Rigid mask” and
the network struggles as the discriminative region is not lo-
calized, the spoof traces a spread out throughout the face in
such attacks.

Cross-database evaluations : From the previous sec-
tions, it was clear that the proposed approach achieves
much better performance as compared to the state-of-the-
art methods in unseen attack scenarios. One main issue
of PAD methods has been poor cross-database generaliza-
tion, which is essential to ensure reliable performance in
real-world deployment scenarios. To evaluate the general-
ization, we performed cross-database evaluations between
HQ-WMCA and SiW-M datasets. For each dataset, we
trained the model using the grandtest protocol of the corre-
sponding dataset, and the resulting model is evaluated using
the grandtest protocol of the other dataset. The results are
tabulated in table 4. From the results, it can be seen that
the proposed approach improves the cross-database perfor-
mance by a large margin indicating the generalizability of
the proposed approach.

Computational Complexity: Here we compare the pa-
rameters, and complexity of the baseline and the vision
transformer model. The comparison is shown in Table 5. It
can be seen that the vision transformer model requires more
computational and parameters as compared to the baselines.
Though the network is complex, we just retrain just the last
fully connected layer with just 768 neurons in our transfer
learning setting making the training far easier. Distillation
of the model [35] to reduce the complexity could be a pos-
sible direction to address this limitation.

Discussions: From the experimental results in both HQ-
WMCA and SiW-M datasets, it can be seen that the pro-
posed method achieves state-of-the-art performance in chal-



Table 2. Performance of the proposed framework in the leave one out protocols in SiW-M dataset.
Methods Metrics (%) Replay Print

Mask Attacks Makeup Attacks Partial Attacks Average
Half Silicone Trans. Paper Manne. Obfusc. Imperson. Cosmetic Funny Eye Paper Glasses Partial Paper

Auxiliary [26]

APCER 23.7 7.3 27.7 18.2 97.8 8.3 16.2 100.0 18.0 16.3 91.8 72.2 0.4 38.3± 37.4
BPCER 10.1 6.5 10.9 11.6 6.2 7.8 9.3 11.6 9.3 7.1 6.2 8.8 10.3 8.9± 2.0
ACER 16.8 6.9 19.3 14.9 52.1 8.0 12.8 55.8 13.7 11.7 49.0 40.5 5.3 23.6± 18.5
EER 14.0 4.3 11.6 12.4 24.6 7.8 10.0 72.3 10.1 9.4 21.4 18.6 4.0 17.0± 17.7

Deep Tree Network [27]

APCER 1.0 0.0 0.7 24.5 58.6 0.5 3.8 73.2 13.2 12.4 17.0 17.0 0.2 17.1± 23.3
BPCER 18.6 11.9 29.3 12.8 13.4 8.5 23.0 11.5 9.6 16.0 21.5 22.6 16.8 16.6± 6.2
ACER 9.8 6.0 15.0 18.7 36.0 4.5 7.7 48.1 11.4 14.2 19.3 19.8 8.5 16.8± 11.1
EER 10.0 2.1 14.4 18.6 26.5 5.7 9.6 50.2 10.1 13.2 19.8 20.5 8.8 16.1± 12.2

MCCNN (BCE+OCCL)-GMM [16]

APCER 11.79 9.53 3.12 3.70 39.20 0.00 3.12 44.57 0.00 21.60 19.34 35.55 0.00 14.7± 15.9
BPCER 13.44 16.15 16.26 20.23 11.11 13.74 8.66 15.23 12.67 10.42 14.31 18.40 27.33 15.2± 4.8
ACER 12.61 12.84 9.69 11.97 25.16 6.87 5.89 29.90 6.34 16.01 16.83 26.97 13.66 14.9± 7.8
EER 12.82 12.94 11.33 13.70 13.47 0.56 5.60 22.17 0.59 15.14 14.40 23.93 9.82 12.0± 6.9

DenseNetPAD

APCER 28.32 11.00 26.81 23.84 39.88 0.04 3.22 70.69 0.01 38.21 72.66 53.37 3.46 28.58 ±24.48
BPCER 12.48 12.44 12.63 13.63 12.31 13.18 13.81 11.50 13.93 11.60 12.59 12.00 12.48 12.66 ± 0.75
ACER 20.40 11.72 19.72 18.74 26.10 6.61 8.51 41.10 6.97 24.90 42.63 32.69 7.97 20.62 ±12.00
EER 16.49 12.10 15.43 17.03 19.91 5.58 10.44 24.21 3.67 17.66 29.12 22.26 9.78 15.67 ± 7.03

ResNetPAD

APCER 32.08 18.88 34.64 21.22 33.96 0.00 2.78 94.38 0.00 35.38 72.92 18.83 2.72 28.29 ± 27.22
BPCER 9.47 9.48 10.51 10.95 10.50 11.33 10.79 9.39 11.03 10.17 10.79 11.09 10.68 10.48 ± 0.63
ACER 20.78 14.18 22.57 16.09 22.23 5.66 6.79 51.88 5.51 22.77 41.86 14.96 6.70 19.38 ± 13.45
EER 15.17 11.81 18.25 14.69 16.87 1.96 7.95 33.27 4.19 17.72 28.85 12.86 7.86 14.73 ± 8.54

DeepPixBiS [14]

APCER 19.18 8.97 1.74 21.30 60.68 0.00 1.00 100.00 0.00 26.90 64.66 77.52 0.29 29.4± 34.4
BPCER 8.70 7.63 11.03 11.76 10.27 8.85 8.63 10.53 11.60 10.99 10.31 10.23 7.10 9.8± 1.4
ACER 13.94 8.30 6.38 16.53 35.47 4.43 4.81 55.27 5.80 18.95 37.48 43.87 3.69 19.6± 17.4
EER 11.68 7.94 7.22 15.04 21.30 3.78 4.52 26.49 1.23 14.89 23.28 18.90 4.82 12.3± 8.2

ViTranZFAS (FC)

APCER 38.27 5.81 5.00 4.62 5.47 0.00 0.32 12.55 0.00 18.32 61.81 0.29 0.13 11.74± 17.75
BPCER 4.82 5.87 6.27 5.52 6.33 5.68 6.02 6.22 6.66 5.62 5.46 7.03 5.50 5.92± 0.56
ACER 21.55 5.84 5.63 5.07 5.90 2.84 3.17 9.38 3.33 11.97 33.63 3.66 2.82 8.83± 8.73
EER 15.20 5.84 5.80 4.99 5.95 0.12 3.25 9.89 0.46 10.76 20.19 2.96 1.97 6.72± 5.66

Table 3. Performance of the Vision Transformer network when fine tuning different set of layers in unseen protocols of HQ-WMCA dataset.
The values reported are ACER’s obtained in eval set with a threshold computed for BPCER 1% in dev set.

Adapted Layers Flexiblemask Glasses Makeup Mannequin Papermask Rigidmask Tattoo Replay Mean ±Std

ViTranZFAS (ALL) 2.40 44.90 21.10 0.00 0.20 21.60 0.60 25.90 14.59±15.42
ViTranZFAS (E+FC) 5.50 47.00 23.40 1.90 19.40 11.60 2.10 11.50 15.30±13.99
ViTranZFAS (FC) 2.60 15.90 25.80 2.70 2.30 9.50 2.40 12.40 9.20± 7.99

t-SNE in HQ-WMCA Dataset

Bonafide
Flexiblemask
Glasses
Makeup
Mannequin
Papermask
Replay
Rigidmask
Tattoo

(a) HQ-WMCA

t-SNE in SiW-M Dataset

Bonafide
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(b) SiW-M

t-SNE showing both SiW-M and HQ-WMCA Datasets
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(c) HQ-WMCA - SiW-M
Figure 2. t-SNE plots corresponding to the 768-dimensional feature from the Vision Transformer, the plot already shows some separability
between bonafide and attacks in the features extracted from the pre-trained model.

lenging unseen attack scenarios. Surprisingly the proposed
method achieves excellent cross-database generalization as
well. Typical PAD models have a tendency to overfit to the
nuances in specific datasets rather than focusing on the re-
liable spoof cues, resulting in poor generalization in cross-
database scenarios. Using the pre-trained model provides
a good prior, and training strategy adapting a minimal sub-
set of layers reduces the chances of overfitting, achieving
good performance in the challenging scenarios. The inher-
ent properties of the vision transformers also boost the per-

formance. Self-attention as opposed to convolutions helps
to attend to all pairwise interactions in the lower layers it-
self. The large datasets used for pre-training the vision
transformer models also improve the robustness. As shown
in Fig. 3, the model correctly focuses on the discriminative
features.

6. Conclusions
In this work, we have shown the effectiveness of the

vision transformer network for the zero-shot face anti-



Figure 3. Relevancy maps for different types of attacks with Vi-
TranZFAS (FC) model in the grandtest protocol in HQ-WMCA
dataset.

Table 4. The results from the cross-database testing between SiW-
M and HQ-WMCA datasets. HTER (%) values computed in eval
set for threshold computed in dev set using EER criteria are re-
ported in the table.

Method

trained on
HQ-WMCA

trained on
SiW-M

tested on
HQ-WMCA

tested on
SiW-M

tested on
SiW-M

tested on
HQ-WMCA

DenseNetPAD 11.40 27.5 10.4 29.3
ResNetPAD 13.50 25.7 10.4 29.4
DeepPixBiS [14] 4.60 25.6 14.7 38.1
ViTranZFAS (FC) 5.60 14.7 6.0 12.7

Table 5. Computational and parameter complexity comparison
Model Compute Parameters

ResNetPAD 7.85 GMac 42.5 M
DenseNetPAD 7.82 GMac 26.47 M
MCCNN(RGB) [16] 10.88 GMac 37.73 M
DeepPixBiS [14] 4.64 GMac 3.2M
ViTranZFAS 16.85 GMac 85.8 M

spoofing task. Essentially, just fine-tuning a pre-trained vi-
sion transformer model for the PAD task was sufficient to
achieve the state-of-the-art performance in HQ-WMCA and
SiW-M datasets. In addition to excellent performance in un-
seen attacks, the proposed approach outperforms the state-
of-the-art methods in cross-datasets evaluations by a large
margin, indicating the efficacy of the proposed approach in
generalizing to both unseen attacks and domains. The vi-
sion transformers could prove to be very beneficial in deal-
ing with the current limitations of presentation attack detec-
tion systems. The datasets, source code, and protocols used
are made available publicly to enable the further extension
of the work.

To summarize, in this work we show that merely fine-
tuning the last fully connected layer in vision transform-
ers achieves state-of-the-art performance in both unseen at-
tack and cross-database scenarios. Extensive evaluations
show the effectiveness of the method. The superior perfor-
mance in addressing two of the challenging issues (unseen
attack and cross-database generalization) in the PAD task
with minimal fine-tuning holds the potential to address the
issues with PAD models. We hope that this work will mo-
tivate the biometrics community to investigate transformer
models further.
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