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Abstract

Face recognition for visible light (VIS) images achieve high

accuracy thanks to the recent development of deep learning.

However, heterogeneous face recognition (HFR), which is a

face matching in different domains, is still a difficult task due

to the domain discrepancy and lack of large HFR dataset.

Several methods have attempted to reduce the domain dis-

crepancy by means of fine-tuning, which causes significant

degradation of the performance in the VIS domain because

it loses the highly discriminative VIS representation. To

overcome this problem, we propose joint feature distribu-

tion alignment learning (JFDAL) which is a joint learning

approach utilizing knowledge distillation. It enables us to

achieve high HFR performance with retaining the original

performance for the VIS domain. Extensive experiments

demonstrate that our proposed method delivers statistically

significantly better performances compared with the conven-

tional fine-tuning approach on a public HFR dataset Oulu-

CASIA NIR&VIS and popular verification datasets in VIS

domain such as FLW, CFP, AgeDB. Furthermore, compar-

ative experiments with existing state-of-the-art HFR meth-

ods show that our method achieves a comparable HFR per-

formance on the Oulu-CASIA NIR&VIS dataset with less

degradation of VIS performance.

1 Introduction

Face recognition enables non-contact and un-constrained

biometric authentication system and has been widely used

in real applications such as security surveillance and access

control. The performance of face recognition for visible light

(VIS) images has been rapidly improving thanks to the de-

velopment of deep learning [4, 30, 19] and large-scale public

VIS face datasets such as CASIA-webface [26], VGGface2

[18], and MS-Celeb 1M [5]. In the real applications, how-

ever, various image domains are utilized depending on the

usage. For example, a near-infrared light (NIR) image is

effective for recognition in a night-time scene. In such a

case, the system carries out matching between NIR and VIS

face images because a typical face recognition system re-

quires users to enroll with their VIS images. Such a cross-

domain face-matching task is referred to as heterogeneous

Figure 1: Schematic diagrams for intra-class feature distri-

butions in the feature space. (a) The feature distributions of

visible light (VIS) images and near-infrared light (NIR) im-

ages have a gap due to a large domain discrepancy. (b) Con-

ventional HFR approaches fine-tune the pre-trained model

by utilizing a HFR dataset to reduce the domain discrep-

ancy, but the highly discriminative feature for the VIS do-

main changes and recognition performance for VIS face im-

age degrades. (c) Our proposed method aligns the NIR-VIS

feature distributions and retains the VIS feature distribution

from its original position simultaneously.

face recognition (HFR) which has been widely investigated

[6, 11, 13, 20, 1] because it is still a difficult task due to a

large domain discrepancy.

Conventional HFR methods utilize models pre-trained

with large-scale VIS face images to ensure the performance

[6]. The pre-trained model has a gap between NIR and

VIS feature distribution due to a large domain discrepancy

(shown in Fig. 1 (a)), which increases the intra-class distance

and degrades the HFR performance. Thus a fine-tuning (FT)

approach is utilized to reduce the intra-class domain discrep-

ancy by using a HFR dataset including cross-domain images

of the same person, as shown in Fig. 1 (b). Several works

[11, 13, 20, 1] focused on the development of loss funcition

for the FT to minimize the discrepancy of the feature dis-

tributions in different domains. Although the FT approach

achieves a state-of-the-art HFR performance, it causes a sig-

nificant performance degradation of the source task (i.e., the
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VIS performance) which is related to the catastrophic for-

getting [21]. Achieving a high HFR performance without

degrading the VIS performance is therefore a challenging

problem. To open up a greater range of possible application

scenarios for a single face recognition system, it is necessary

to achieve high VIS-VIS and NIR-VIS performances simul-

taneously with a single model.

If both a source and a target dataset can be utilized si-

multaneously, joint training (JT) [23] is a simple but effec-

tive approach to ensure the recognition performance of both

the source and target tasks. In such a case, it is expected

that the recognition performance strongly depends on size of

each training dataset. Thus, in the case of a very small tar-

get dataset, simple JT may not achieve a high performance

for the target task due to fewer appearances of target sam-

ples in a training batch, which is observed in the HFR task

(e.g., see Table 5 in [1]). In fact, since the collection of a

large number of heterogeneous face images is expensive and

time-consuming, typical HFR datasets have smaller number

of face images compared to large-scale VIS datasets. For ex-

ample, the Oulu-CASIA NIR&VIS dataset [29], one of the

publicly available HFR datasets, contains about 65k face im-

ages, while the MS-Celeb 1M dataset has about 10 million

face images. There is also a problem in that up-sampling of

the HFR data may causes strong over-fitting and degrades

the VIS performance.

This paper aims to overcome the above problem, which

is to achieve high performance for both VIS-VIS and NIR-

VIS face recognition simultaneously. To this end, we pro-

pose joint feature distribution alignment learning (JFDAL)

which provides an effective trade-off between FT and JT.

JFDAL consists of two parts: cross-domain feature distribu-

tion alignment Learning (CFDAL) and source-domain fea-

ture distribution alignment learning (SFDAL). CFDAL im-

poses the feature alignment between different domains to

minimize the domain discrepancy in the same way as fine-

tuning-based methods, while SFDAL constrains source do-

main features in a knowledge distillation manner. Apply-

ing only CFDAL, namely FT as depicted in Fig. 1 (b), will

change not only NIR features but also VIS features. This

change may lose a pre-trained model’s highly discriminative

power, which leading a degradation of VIS performance. By

jointly utilizing CFDAL and SFDAL, our proposed JFDAL

aligns the NIR-VIS feature distributions and retains the VIS

feature distribution from its original position simultaneously,

as shown in Fig. 1 (c). As a result, the trained model achieves

a high HFR performance with less degradation of the VIS

performance.

Our contributions are threefold:

• We introduce a new task on the HFR for achieving a

high HFR performance without degrading the VIS per-

formance on a single model.

• We propose joint feature distribution alignment learn-

ing (JFDAL), which is a learning method to align the

NIR-VIS feature distributions while retaining the VIS

feature distribution from its original position.

• We extensively evaluate our approach on LFW,

CALFW, CPLFW, CFP-FP, AgeDB-30 for the VIS face

dataset and on Oulu-CASIA NIR&VIS for the small

HFR dataset. Our approach achieves a superior perfor-

mance to the conventional joint training and fine-tuning

approaches.

2 Related works

Our proposed JFDAL takes inspiration from two separate re-

search areas: heterogeneous face recognition and incremen-

tal learning. These areas have been investigated extensively,

and we introduce them in the following two subsections.

2.1 Heterogeneous face recognition

Heterogeneous face recognition (HFR) refers to the match-

ing of face images that belong to different domains [6].

The main objective of HFR is to reduce the domain dis-

crepancy in the feature space so as to improve the verifi-

cation performance. Typically, there are three ways of do-

ing this: (i) synthesizing a face image to a different do-

main [7, 8, 9], (ii) projecting features to a common feature

sub-space [14, 15, 16, 17], and (iii) training a model to ex-

tract the domain-invariant feature [10, 13, 12]. [11] used a

Siamese neural network to learn domain-invariant features

by minimizing the Wasserstein distance between the dis-

tributions of NIR and VIS features. [13] proposed disen-

tangled variational representation (DVR) for cross-domain

matching, where the variational lower bound is used to esti-

mate the posterior and optimize the disentangled latent vari-

able space. [20] introduced the dual variational generation

(DVG) method, which promotes the inter-class diversity by

generating massive new pairs of VIS and NIR images from

noise. The synthesized pairs are then used to fine-tune the

pre-trained models to reduce domain discrepancy by a sim-

ple pairwise distance loss. [1] developed an improved ver-

sion of DVG in which unpaired VIS images from the large-

scale VIS dataset are utilized to enrich the identity diversity

of the generated images. These methods focus only on cross-

domain discrepancy, and do not take an VIS feature distribu-

tion into account.

2.2 Incremental learning

Training a pre-trained model without forgetting a source

task, also referred as the incremental learning, has been a

long-standing problem [21, 31, 33]. Li and Hoiem proposed

LwF [31], which introduces knowledge distillation [32] to

preserve the knowledge of a pre-trained model. They used

only samples of the new class and implemented a distilla-

tion loss function to preserve the old class information. Re-

buffi et al. proposed iCaRL [33], which allows the use of

a few samples of the old class. They proposed a method to

select a small number of exemplars from each old class to

2



Figure 2: Overview of proposed joint feature distribution alignment learning (JFDAL). JFDAL consists of two parts: cross-

domain feature distribution alignment learning (CFDAL) and source-domain feature distribution alignment learning (SFDAL).

CFDAL minimizes a gap between the feature distribution of NIR face images (gray circle with dotted line) and that of VIS face

images (while circle with dotted line). SFDAL utilizes VIS face images in both HFR dataset and large-scale VIS dataset and

constrains VIS features to keep the well-discriminated distributions (white circle with solid line) in a knowledge distillation

manner. Note that CFDAL uses only the fine-tune model, while SFDAL uses both the fine-tune and pre-trained models.

preserve old knowledge effectively. For the face recognition

task, Liu et al. proposed FAwF [34], a fast domain adapting

method with less degradation of the source domain perfor-

mance. In these works, the problem of “forgetting” have

been discussed in term of classification task. Since HFR is

a feature embedding task, effectiveness of these methods for

HFR is unkown.

3 Proposed method

In this section, we introduce our proposed method, JFDAL.

The overview of JFDAL is shown in Fig. 2. The two com-

ponents of our method, CFDAL and SFDAL, are presented

step-by-step in the next subsections.

Throughout this section, we denote the feature extraction

process as X i

d
= F (Ii

d
,Θ), where Ii

d
denotes a input face

image for identity i in d domain (d = N for NIR domain and

d = V for VIS domain) sampled from dataset D, X i

d
stands

for the extracted feature vector, F (·) is a feature extractor

parametrized by Θ. We also define Θinit as the parameters

from the model pre-trained on a large-scale VIS dataset.

3.1 Cross-domain feature distribution align-

ment learning

The first component of our method, CFDAL, is utilized for

training to reduce the distance of feature distributions in dif-

ferent domains. In each training iteration, we sample N face

images from the HFR dataset as the training batch B (|B| =
N ). Inspired by conventional HFR methods [20, 1], we im-

plement two objective functions: Ldom which measures the

distance of the two feature distributions in different domains,

and Lcls, which is a face classification loss function. The

goal of CFDAL is to minimize LCFDAL = Lcls + λLdom,

where λ ∈ [0,∞) is a hyperparameter.

For the metric of the two feature distributions, we uti-

lize the maximum mean discrepancy (MMD) [2, 3] for each

identity. Assuming there are M identities in the training

batch sampled from the HFR dataset, Ldom is given by

Ldom =
1

M

∑

i

∣

∣

∣

∣µi

N − µi

V

∣

∣

∣

∣ , (1)

µi

d
=

1

|Bd|

∑

Ii

d
∈Bd

F (Ii
d
,Θ) (d ∈ {N,V})

where BN, BV are the NIR, VIS domain subset in the train-

ing batch, respectively.

For the classification loss Lcls, we utilize a angular-margin

softmax loss [30] with class labels as in [34].

3.2 Source-domain feature distribution align-

ment learning

SFDAL, the second component of our method, is utilized

for training to retain the VIS feature distributions from their
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original points. To this end, we use the pre-trained model

with fixed parameters as a guidance model to indicate the

VIS feature distributions [42]. Treating the feature distribu-

tions extracted from the pre-trained model as a teacher, and

to minimize the distances from the distributions of the train-

ing model, our method constrains the model to keep the VIS

feature distribution during the training.

In SFDAL, we sample N ′ face images from the large-

scale VIS dataset as the training batch B′ (|B′| = N ′). For

an objective, we choose the minimization of an L2-distance

between the features extracted from the parameter-fixed pre-

trained model F (Ii
d
,Θinit) and the training model F (Ii

d
,Θ).

Further, we estimate the distance of the VIS images from

both the large-scale VIS dataset and the HFR dataset. Thus,

the loss function to be minimized is given by

LSFDAL =
1

|B̄|

∑

Ii

V
∈B̄

∣

∣

∣

∣F (Ii
V
,Θinit)− F (Ii

V
,Θ)

∣

∣

∣

∣ , (2)

where B̄ = B′ + BV.

3.3 Joint feature distribution alignment

learning

By jointly applying CFDAL and SFDAL, the model is

trained so that it reduces the domain discrepancy and retains

the VIS domain feature distributions from the pre-trained

model, simultaneously. We sample N face images from the

HFR dataset and N ′ face images from the large-scale VIS

dataset in each iteration and then calculate both loss func-

tions LCFDAL andLSFDAL. The total loss in JFDAL is given

by

Ltot = αLCFDAL + (1− α)LSFDAL, (3)

where α ∈ [0, 1] stands for a trade-off parameter that bal-

ances the effect of CFDAL and SFDAL. When we choose

α = 1, JFDAL is reduced to a fine-tuning with only the

HFR dataset. The effect of α is discussed in Sec.4.5.

4 Experiments

4.1 Experimental settings

4.1.1 Datasets and evaluation protocols

For the large-scale VIS dataset, we use MS1MV2 [19] which

is a semi-automatic refined version of the MS-Celeb-1M

dataset [5]. There are about 5.8 million VIS images of 85K
identities in total.

For the small-size HFR dataset, we use the Oulu-CASIA

NIR&VIS dataset [29] which contains both NIR and VIS

face images in each identity. There are 80 identities with six

expression variations. For a fair comparison with the previ-

ous studies, we have employed the same number of identities

used in [11, 13, 20, 1] (20 identities as the training set and 20
identities as the testing set). Further, eight face images from

each expression are randomly selected from both NIR and

VIS sets, which brings us a total of 96 images per subject (48
NIR images and 48 VIS images). In the verification phase,

all the VIS images of the 20 subjects are used as the gallery

set and all the NIR images are treated as the probe set. Simi-

larity scores are defined by the cosine similarity between the

probe set and the gallery set. We report TAR@FAR = 1%
and TAR@FAR = 0.1% for comparisons. Note that there are

two widely used HFR face dataset, CASIA NIR-VIS 2.0 and

BUAA VISNIR, other than Oulu-CASIA NIR&VIS dataset.

Unfortunately, the official download page for these datasets

has not been found and we were unable to obtain them.

To evaluate the VIS performance, we conduct our ex-

periments with six commonly used datasets: LFW [22],

CALFW [35], CPLFW [36], CFP (-FP, -FF) [24], and

AgeDB-30 [25]. LFW contains 13, 233 images from 5, 749
identities and provides 6, 000 pairs from them. CALFW and

CPLFW are the reorganized datasets from LFW to include

higher pose and age variations. CFP-FP and CFP-FF contain

500 subjects, where the CFP-FP includes both frontal and

profile images while the CFP-FF includes only the frontal

images. AgeDB-30 contains 12, 240 images of 440 identi-

ties. We compare the verification accuracy for identity pairs

on these datasets.

All input face images are cropped to 112× 112 pixels ac-

cording to five facial points detected by MTCNN [27] and

normalized by subtracting 127.5 and then dividing by 128

for each pixel. To augment the input data, we randomly

flipped the input images horizontally.

4.1.2 Baseline models and hyperparameter settings

To determine the effectiveness of our method, we compare

it with three baseline models: (1) a model trained with only

the large-scale VIS dataset (VIS-only), (2) a model jointly

trained with both the VIS dataset and the HFR dataset (joint

training (JT)), and (3) a fine-tuned model from the VIS-only

with the HFR dataset (fine-tuning (FT)).

Throughout the experiments, we utilize a single network

architecture, LResNet50E [19], which is a modified version

of ResNet-50 [28]. The angular-margin softmax loss [30]

is used for a loss function, with the margin parameter set

to m = 0.45 and the scale parameter set to s = 32. We

train these models by the momentum SGD algorithm with

the batch size of 128. The momentum and weight decay are

set to 0.9 and 5e− 4, respectively.

In the training of VIS-only and JT, the learning rate starts

from 0.1 and is divided by 10 at 9 and 14 epoch, and the

training process is finished at 16 epochs. For the training of

our method, the batch sizes N and N ′ are set to 128. The

initial parameters Θinit are given from those of the VIS-only

model. The hyperparameters λ, α are set to 0.01, 0.2, re-

spectively. The learning rate is set to 0.001 and the training

process is finished at 100 epochs. The training of FT is con-

ducted by setting α = 1.0 in our method.
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Table 1: Accuracy [%] on various VIS verification datasets for three baseline models (VIS-only, joint training, and fine-tuning)

and our proposed method. Parentheses indicate standard deviations.

Method LFW CALFW CPLFW CFP-FP CFP-FF AgeDB-30 Average

VIS-only 99.74 (0.01) 94.93 (0.05) 90.73 (0.12) 95.44 (0.10) 99.71 (0.03) 96.60 (0.11) 96.19 (0.02)

Joint training 99.74 (0.02) 94.93 (0.07) 90.62 (0.07) 95.42 (0.03) 99.71 (0.02) 96.61 (0.08) 96.17 (0.01)

Fine-tuning 99.63 (0.01) 94.70 (0.09) 90.33 (0.14) 95.07 (0.10) 99.58 (0.01) 95.67 (0.13) 95.83 (0.07)

Proposed 99.68 (0.00) 95.17 (0.02) 90.89 (0.04) 95.12 (0.03) 99.58 (0.01) 96.21 (0.04) 96.11 (0.01)
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Figure 3: Verification performances of three baseline models (VIS-only, joint training, and fine-tuning) and our proposed

method. Left: Average accuracy of VIS verification datasets. Center and right: performances on Oulu-CAISA NIR&VIS

dataset at FAR = 1% and FAR = 0.1%, respectively. Two-way ANOVA and Tukey-Kramer multi-comparison test are employed

to evaluate p-value between the fine-tuning model and our proposed method.

4.2 Evaluation results

In this section, we investigate the effectiveness of our

method by comparing the evaluation results with the base-

line models. In order to obtain statistically reliable results,

we conduct multiple trials of training for each model by ran-

domly changing the initial variables and shuffling the order

of input images, and evaluate the standard deviation for their

verification performance. We conduct the two-way analy-

sis of variance (ANOVA) [39] with two factors, model (the

proposed model vs. fine-tuning) and domain (VIS-VIS vs.

NIR-VIS), followed by the Tukey-Kramer multi-comparison

test [40, 41].

First, we discuss the verification performances in VIS face

images. The left panel of Fig. 3 shows the average accuracy

of six VIS verification datasets (LFW, CALFW, CPLFW,

CFP-FP, CFP-FF, and AgeDB-30). The accuracy of each

dataset and the averaged values are also listed in Table 1.

From the figure and the table, we can see the VIS-only

model achieved the highest performances for all verifica-

tion datasets. The joint training model achieved comparable

performances with the VIS-only model within the standard

deviation. In the fine-tuning model, we can observe a sig-

nificant performance degradation compared to the VIS-only

model, while in contrast, our proposed method could main-

tain the VIS performances in all verification datasets. The

performance degradation of our method (0.08 points in the

averaged value) was significantly smaller (77.8%) than that

of the fine-tuning model (0.36 points in the averaged value).

Next, we discuss the HFR performances. The center and

right panels of Fig. 3 shows the verification rate on the Oulu-

CASIA NIR&VIS dataset at FAR = 1% and FAR = 0.1%,

respectively. The numerical values are also listed in Ta-

ble 2. From these results, we can see a slight improvement of

the HFR performance in the joint training model compared

to the VIS-only model. The fine-tuning model achieved a

higher performance than the joint training model by a large

margin. In addition, our method obtained a high perfor-

mance comparable to that of the fine-tuning model.

It is worth noting that the standard deviations of both VIS

and HFR performances in our proposed method are smaller

than those of the joint training and fine-tuning model. This

observation could be understood from following facts. First,

the joint training model trains with large number of VIS face

images and small number of HFR face images, in which the

HFR performances have large deviations due to small ap-

pearances of the HFR images during a training. Next, the

fine-tuning model trains only with the HFR images, which

causes large deviations of VIS performances. In our pro-

posed method, both the HFR and large-scale VIS face im-

ages are trained effectively so that the standard deviations of

both HFR and VIS performacnes are being small.
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Method FAR = 1% FAR = 0.1%

VIS-only 97.52 (0.40) 86.31 (2.88)

Joint training 98.42 (0.43) 91.27 (2.57)

Fine-tuning 99.82 (0.11) 98.89 (0.35)

Proposed 99.86 (0.02) 98.94 (0.04)

Table 2: Comparison results with three baseline models

(VIS-only, joint training, and fine-tuning) and our proposed

method on the Oulu-CAISA NIR&VIS dataset. Parentheses

indicate standard deviations.

020406080100
0.0
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1.0

020406080100
0.0
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1.0

020406080100
Angle between two feature vectors [degree]

0.0

0.5
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Figure 4: Angle distributions of embedded features for NIR-

VIS matching and VIS-VIS matching on the pre-trained

model (upper), the fine-tuned model (center), and the model

trained with our method (lower). Solid (black) and dashed

(red) lines indicate genuine and imposter scores, respec-

tively. All distributions are normalized so that the maximum

value is 1.

4.3 Feature distributions

In this subsection, we demonstrate the effectiveness of our

proposed JFDAL in terms of the distributions of embedded

features. To this end, we calculate the angle between em-

bedded features which represents the relative relationship.

Figure 4 shows the angle distributions for NIR-VIS and VIS-

VIS verification, where solid (black) and dashed (red) lines

indicate the genuine and imposter scores, respectively. All

distributions are normalized so that the maximum value is

1 for easy comparison of distributions. In the VIS-only

model (upper panel of the figure), the distributions of gen-

uine and imposter scores for the VIS-VIS pair are well sep-

arated. In contrast, the genuine scores for the NIR-VIS pair

were shifted to a large angle, which indicates a large do-

main gap. The distributions for the fine-tuned model (center

panel of the figure) shows that the fine-tuning could reduce

the domain gap (i.e., genuine distributions of VIS-VIS and

NIR-VIS are close). In this case, however, the imposter dis-

tributions were highly collapsed and its tail expands. Thus,

the verification performances in the VIS face images were

Method FAR = 1% FAR = 0.1%

DVG [20] 98.5 92.9

SADG [38] 98.9 93.2

MMDL [12] – 97.2

DVG-Face [1] 99.2 97.3

RGM [37] 99.69 98.96

Proposed 99.86 (0.02) 98.94 (0.04)

Table 3: Comparison results with state-of-the-arts HFR

methods on the Oulu-CAISA NIR&VIS dataset. Parenthe-

ses indicate standard deviations.

degraded in the fine-tuned model. In contrast, our proposed

JFDAL (lower panel of the figure) could simultaneously re-

duce the domain gap and retain the VIS feature distribution

from the original one.

4.4 Comparison to other HFR methods

In this subsection, we compare the verification performance

of our proposed JFDAL on the Oulu-CASIA NIR&VIS

dataset with several state-of-the-arts methods: DVG [20],

SADG [38], MMDL [12], DVG-Face [1], and RGM [37].

Table 3 lists the results of the true acceptance ratio (TAR)

at FAR = 1% and FAR = 0.1%, where the numerical val-

ues of the conventional methods are referenced from their

original papers. From these results, we can see that our

proposed JFDAL not only maintained the VIS performance

but also achieved comparable performances to the state-of-

the-art methods. We also compare the performances with

FAwF [34], which is a state-of-the-art method on incremen-

tal learning for face recognition. Since there are no evalu-

ation results on Oulu-CASIA NIR&VIS in [34], we imple-

ment their method ourselves to determine the performances

for the VIS and HFR datasets. Consequently, we obtained

95.83(0.07)% for the average accuracy of six VIS verifica-

tion datasets and 98.84(0.05)%, 95.27(0.08)% for the veri-

fication rate of Oulu-CASIA NIR&VIS at FAR= 1%, 0.1%,

respectively. We found that our proposed JFDAL exceeded

FAwF on both the VIS and HFR performances.

4.5 Hyperparameter analysis

In this subsection, we conduct a hyperparameter search for

the α that balance between CFDAL and SFDAL, as in Eq. 3.

Figure 5 shows the verification performance of the HFR

dataset against the VIS dataset for several fixed α. For com-

parison, we also show the results of the two baseline models,

VIS-only and joint training. Note that the results of α = 1.0
are regarded as those of fine-tuning model. From Fig. 5, we

can see that the performances of the VIS dataset were gradu-

ally improved when decreasing the value of α. This observa-

tion indicates that the SFDAL component plays a significant

role in maintaining the VIS performances. Further, we find

that the HFR performances were still high even in with a
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Figure 5: Verification performances of proposed JFDAL

with differentα on the Oulu-CASIA NIR&VIS against aver-

age accuracy of six VIS verification datasets. Standard devi-

ations are evaluated for each model by conducting multiple

trials of training with randomly changing the initial variables

and shuffling the order of input images.

small α. For a very small α, the HFR performances are sud-

denly dropped, in which an effect of CFDAL is too small to

boost the HFR performacnes. By taking into account both

the VIS and HFR performance, we set the best value of α to

0.2.

5 Conclusions

In this paper, we have tackled the challenging task of achiev-

ing a verification performance for heterogeneous face recog-

nition (HFR) while maintaining the performance in visible

(VIS) light spectrum face images. We proposed a new learn-

ing framework, joint feature distribution alignment learning

(JFDAL), that aligns feature distributions in different do-

mains while simultaneously keeping the feature distributions

for VIS face images with their original distributions. As a

result, the domain gap is effectively reduced without signif-

icant collapse of the VIS distributions, which occurs when

conventional fine-tuning is used. The results of extensive ex-

periments demonstrate the effectiveness of our method com-

pared to conventional fine-tuning and joint training. We also

showed that our method can achieve state-of-the-art HFR

performances.

Since our method is not specific to VIS-NIR domain, it

could be applicable to any domain as long as we can define

the difference of domain in data/feature level (e.g., pose vari-

ations). We will continue to explore more applications in our

future work.
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