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Abstract

Identifying humans with their walking sequences, known
as gait recognition, is a useful biometric understanding task
as it can be observed from a long distance and does not re-
quire cooperation from the subject. Two common modalities
used for representing the walking sequence of a person are
silhouettes and joint skeletons. Silhouette sequences, which
record the boundary of the walking person in each frame,
may suffer from the variant appearances from carried-on
objects and clothes of the person. Framewise joint detec-
tions are noisy and introduce some jitters that are not con-
sistent with sequential detections. In this paper, we combine
the silhouettes and skeletons and refine the framewise joint
predictions for gait recognition. With temporal informa-
tion from the silhouette sequences, we show that the refined
skeletons can improve gait recognition performance with-
out extra annotations. We compare our methods on four
public datasets, CASIA-B, OUMVLP, Gait3D and GREW,
and show state-of-the-art performance.

1. Introduction

Gait recognition [6, 22, 30, 36] aims to find the unique-
ness of the walking and posture sequence of a person, which
has the advantage of being able to be acquired from long
distance and without the subject’s cooperation. To recog-
nize the gait sequence of a person, researchers have devel-
oped silhouettes-based methods, such as GaitSet [3], Gait-
Part [4] and GaitGL [17], and skeleton-based methods, such
as GaitGraph [27]. However, both input modalities have
some deficiencies. For binarized silhouettes, variations in
clothes and carried-on objects, as shown in Figure 1 (a), in-
troduce external ambiguity, while jitters in joint detection,
as Figure 1 (b), decrease the skeleton accuracy.

In this paper, we introduce combination of silhouette
sequences with skeletons and gaining the benefits of both
modalities via refining the framewise skeletons with silhou-
ette sequences. Since jitter in the detected skeletons are of a

* Equal contribution

Figure 1. Visualization of the (a) silhouette and (b) skeleton se-
quence used for gait recognition. Silhouettes show different con-
tours with different clothes and carried-on objects, while the skele-
tons suffer from jittery detection results in the video.

few frames isolated from the whole sequence, it is not tem-
porally consistent with their neighbor frames [39]. Naive
temporal smoothing, however, will introduce more confu-
sion for gait recognition since the generated skeletons create
new poses not consistent with the current sequence. Mean-
while, silhouettes for neighbor frames are of better tempo-
ral consistency due to the small changes in neighbor image
conditions. We improve the quality of input skeletons by us-
ing silhouettes to fix the jitters while preserving necessary
identity information for more precise gait recognition.

To combine and refine the silhouettes and skeletons, we
introduce two methods, GaitMix and GaitRef. GaitMix
takes skeletons and silhouettes as inputs and includes the
encoded embeddings of both modalities for end-to-end gait
recognition. GaitMix has two encoders, a silhouette fea-
ture encoder and a skeleton feature encoder, to project two
modalities to their corresponding embedding spaces, fol-
lowed by an MLP layer for fusing the concatenated feature
to the identity embedding space. In our experiment, Gait-
Mix works as the baseline since the existing state-of-the-art
methods usually take only silhouette [3, 4, 17, 7] or skeleton
[16, 27, 26] as the input of the network.

Based on the features encoded from GaitMix, GaitRef
further refines the positions of the joints in the input skele-
ton sequence. We combine the encoded silhouette features
with the encoded framewise skeleton features and the origi-
nal joint positions to predict the relative changes for each
point in the skeletons. Since the gait pattern should be
consistent for the same person, features from the silhou-
ettes and skeletons describing the same walking sequence
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should also be consistent, making the refinement of the
skeletons with encoded silhouette features possible. In ad-
dition, the sequence-level silhouette feature helps the frame-
level skeletons for each frame understand its corresponding
poses without losing identity information since the tempo-
ral feature for the person is consistent and is shared across
all the frames in the same walking sequence.

With the predicted change of the points, we add them
back to the original skeleton sequence and use the skeleton
encoder to extract the skeleton feature. We then concatenate
it with the silhouette feature to predict the identity of the se-
quence with the refined skeletons. We assess our method
on four public datasets, CASIA-B [37], OUMVLP [25],
Gait3D [40] and GREW [44]. We show that the refined
skeletons with silhouettes outperform other state-of-the-art
gait recognition methods using skeletons and silhouettes as
input, including BaseMix, our baseline method.

For the refinement of the input modalities, GaitEdge [15]
introduced using RGB images to refine the silhouettes with
the corresponding RGB images in the dataset. Due to pri-
vacy concerns, most public datasets [25, 40, 44] do not pro-
vide RGB images. We only require silhouettes and skele-
tons that are provided by the public datasets and achieve
similar or even better results. We discuss more differences
between the two methods in Sec. 4.1.

In summary, our contributions are 1) we introduce Gait-
Mix and GaitRef, which combine the skeletons and silhou-
ettes as end-to-end training for the gait recognition network,
2) we apply GaitRef for refining the skeletons with en-
coded silhouette features for refining skeletons without los-
ing identity information in the sequence, and 3) we assess
our model on four public datasets, CASIA-B, OUMVLP,
Gait3D and GREW, and show state-of-the-art performance
compared with other methods for gait recognition.

2. Related Work
Gait Recognition aims to find the corresponding iden-

tity of the person from the walking pattern. Considering the
privacy issues in RGB images, gaits are usually recorded as
two representations, silhouettes [37, 25] and skeletons [1].
Silhouettes record the boundary map of the human segmen-
tation. To limit the impact of appearance variants on human
shapes, researchers focus on part-based and body-shape re-
construction methods for gait recognition. GaitSet [3] and
GLN [7] introduce set pooling and extract set features in the
sequence. GaitPart [4] and GaitGL [17] split the image into
different small patches and use local features to limit the im-
pact of the appearance variants. In addition to directly min-
ing identity information from silhouettes, ModelGait [13],
Gait3D [40] and Gait-HBS [43] focus on 3-D shape recon-
struction to assist the identification from sequences.

In addition to the mining identity from silhouette se-
quences, some researchers [16, 27] focus on using skeletons

instead of silhouettes for gait recognition. Compared with
the body contours of the silhouettes, skeletons only include
the joints and can remove the impact of body shapes as well
as the appearance of the person. GaitGraph [27] uses the
HRNet [28] for joint detections and uses the generated pose
sequence for recognition. PoseGait [16] splits the gait se-
quence into pose, limb, angle, and motion, followed by an-
alyzing the movements for each skeleton for these four fea-
tures independently before combining them together for gait
recognition. For the combination of silhouettes and skele-
tons, Wang et al. [29] directly concatenates the two features,
which still suffers from erroneous joint detections.

Pose Estimation and Refinement focus on extracting
the human body poses and refinement. With the develop-
ment of transformers, pose estimation is also transforming
from CNN-based networks [31, 2, 42] to transformer back-
bone networks [11, 14, 34, 32]. Pose estimation has expe-
rienced rapid development from CNNs [31] to vision trans-
former networks. Early works treat the transformer as a
better decoder [11, 14, 34, 38]. Although the frame-level
pose estimation accuracy is becoming more and more ac-
curate, directly applying these methods to tasks with solid
temporal relations, such as gait recognition, may introduce
extra uncertainty with inaccurate joint predictions. For the
sequence with strong temporal patterns, HuMoR [20] cor-
rects the joint prediction of the person with the previous
pose, and SmoothNet [39] filters the jitters in the whole se-
quence with analysis for the first and second deviation of the
position for each point. These methods can fix some slight
jitters in the long sequence but still suffer when the poses for
a long sequence are inaccurate. For the task of gait recogni-
tion with temporal repeated patterns, even with inaccurate
predictions for the long sequence, the model should still fix
the joints with the consistent moving pattern of the same
person, which these existing methods cannot achieve.

3. Methods
Given silhouettes S and joints J for the person p, the task

of gait recognition is to match the identity with the people
in a pool P = {pn}n=1,2,..., where n is the candidate iden-
tity. We encode S and J to their corresponding embeddings
and find the nearest sample in P in the embedding space. In
this section, we discuss the details of our proposed baseline
GaitMix, which combines these two modalities, and the pro-
posed method GaitRef to refine the input skeleton for gait
recognition. We show both architectures in Figure 2.

In the remaining of this section, we first introduce Gait-
Mix and GaitRef in Sec. 3.1 and 3.2, followed by the objec-
tives for training in Sec. 3.3.

3.1. GaitMix: Multimodal Gait Recognition

GaitMix combines the skeletons and silhouettes as an
end-to-end network for gait recognition. To extract the in-
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Figure 2. Our proposed architecture for GaitRef and GaitMix. Trapezoids are trainable modules, and modules of the same color in the same
model share the weight. Dashed lines are the operation of feature copying. S and J are the input silhouettes and skeletons. FS represents
silhouette features, while FJ and FJ∗ represent skeleton features from input and refined skeletons, respectively.

formation from both modalities, we apply two encoders:
a silhouette feature encoder for encoding the silhouette S,
and a skeleton feature encoder for projecting the input raw
skeletons J into the embedding space.

Silhouette Feature Encoder. To extract the identity fea-
tures from input sequential silhouette sequences, we use
a silhouette feature encoder to convert the input silhou-
ette sequence S to the corresponding output identity feature
FS . We have three steps for the silhouette feature encoder:
convolution feature extraction, temporal pooling, and hor-
izontal pooling. With the binary silhouette input sequence
S = {si}i=1,..,N , where i is the temporal stamp and N
is the overall frame number, we apply a convolution net-
work to extract the framewise feature fi at frame i. fi is an
M -by-N -by-C matrix, where M and N are the height and
width of the convoluted output features, and C is the chan-
nel number from the output of the last convolution layer.

With the framewise feature fi, we use a max pooling
layer for the temporal fusion and combine the feature into a
single M -by-N -by-C output as temporal pooling. Since fi
still includes the spatial features for each segment, we fol-
low [3, 5] and apply horizontal pyramid pooling with scale
S as 5. The output of the feature is a 2S−1-by-C feature
vector after horizontal pooling. The architecture of each
component can be found in the implementation details.

Skeleton Feature Encoder. In addition to the silhouette
encoder, we have a skeleton feature encoder run in paral-
lel and project the input skeleton sequence J to their cor-
responding human identification features FJ . For an input
skeleton sequence J = {ji}i=1,...,N , where each input con-
sists of K nodes and is shown as a K-by-2 matrix repre-
senting the 2-D skeletons for each frame, we follow [33]
to apply spatial-temporal graph convolution network for the
graphical feature extraction. By converting the input N -by-
K-by-2 to N -by-K-by-C, we average pool on the temporal
and node dimensions and generate the final C-length vector
as FJ representing the feature of the sequential skeleton.

Fusion. With the 2S−1-by-C silhouette feature FS and
1-by-C skeleton feature FJ encoded from two different en-
coders, we concatenate the two features along with their
first dimension and combine it to a (2S−1 + 1)-by-C vec-
tor representing the body feature. We apply a shared MLP
as an identity encoder for converting each C-length feature
into the identity feature for identification.

3.2. GaitRef: Refining Skeletons with Silhouettes

Instead of directly combining skeleton and silhouette for
gait recognition, GaitRef further uses the encoded feature
from silhouette to improve the skeletons from the silhouette
branch with temporal consistency. Since the errors in the
skeleton generation are framewise jitters, temporal consis-
tency can fix such jitters in the skeletons. In contrast, the
refined skeletons can better help silhouettes ignore the ap-
pearance variants for gait recognition. Based on the archi-
tecture of GaitMix, GaitRef includes two external modules,
a skeleton feature encoder which is shared with GaitMix
pipeline and a skeleton correction network.

Skeleton Correction Network. With information from
the silhouette feature, we use three different features as the
network’s input to correct the skeleton and compute the
corresponding adjustment for each point: 2S−1-by-C sil-
houette features FS , N -by-K-by-C skeleton feature before
pooling, and the original N -by-K-by-2 joint matrix J . FS

provides the sequential information to correct the joint fea-
tures FJ . FJ provides the framewise and feature for each
node to correct the corresponding position of the joint in the
frame. J provides the input order of the points to ensure the
input and output order of the points are the same.

We show the architecture of the skeleton correction net-
work in Figure 3. With these three inputs, we first flatten
the silhouette feature into a 2S−1 × C vector. We then re-
peat it N -by-K times and concatenate it with the other two
features to form a N -by-K-by-(2S−1 × C + C + 2) fea-
ture matrix. To decode the new position J ′ for each node



Figure 3. Architecture of the skeleton correction network. FP
J is

the skeleton features after average pooling. We concatenate the
joint position J with its feature FJ along with the global fea-
ture after pooling FP

J and the silhouette feature FS before sending
it into the decoder for calculating the position difference ∆J for
each frame. Decoders at different timestamps share weights.

in the sequence, we decode the ∆J for all the points with a
reversed spatial-temporal graph convolution network to de-
code the N -by-K-by-2 adjustment for each node in J , and
we have J ′ for refine the individual points in J following

J ′ = J +∆J = J + SkeletonDecoder(J, FS , FJ) (1)

The use of addition instead of directly predicting the corre-
sponding location of the refined joints can give a relatively
easier task for refinement and can preserve most of the origi-
nal locations [41], since the original position of the joint has
most of the sequential information correct and complete. By
adding ∆J on J , we get the final refined nodes as output
and process it for further encoding.

Skeleton Feature Encoder. After we get the refined
skeleton J ′ with ∆J , we apply the same skeleton feature
encoder used for GaitMix and apply it on the refined skele-
ton sequence J ′ for predicting the 1-by-C skeleton feature
FJ′ . The two skeleton feature encoders share the parame-
ters to ensure the two embedding spaces are the same be-
tween FJ and F ′

J . Using the same skeleton feature encoder
can also extend the data available for the encoder training
to train a stabler graph convolution model for the feature
extraction of the skeleton sequential input.

With the predicted FJ′ , we concatenate it with 2S−1-by-
C silhouette feature FS to form a (2S−1 + 1)-by-C vector
for representing the human body shape for GaitRef.

3.3. Objectives and Inference

We have two losses for both GaitMix and GaitRef. We
use a triplet loss Ltriplet for distinguishing the same identi-
ties in the same batch and a classification loss Lcls for the
identities in training set with an MLP layer for projecting
the identity feature to the number of candidates. For the
combination of the two losses, we follow

L = λ1Ltriplet + λ2Lcls (2)

and empirically set λ1 as 1. For λ2 we follow [17, 40] to
set it as different values for different datasets. We include

further discussion and the choice of parameters in the im-
plementation details section in Sec. 4.1.

4. Experiments and Results

4.1. Experimental Details

Datasets. In our experiment, we assess our method
on four public gait recognition datasets, CASIA-B [37],
OUMVLP [6, 1], Gait3D [40] and GREW [44].

CASIA-B [37] has 124 subjects with 10 different walk-
ing variants for gait recognition. Among the 10 variants,
6 variants are for normal walking (NM), 2 variants are for
the person carrying different bags (BG), and the remain-
ing 2 variants are for different clothes (CL). Each subject
has 110 videos captured with 10 variants from 11 differ-
ent camera viewpoints distributed between 0° and 180°Ẇe
follow [3, 4, 7, 17] and use the videos of the first 74 identi-
ties for training and the remaining 50 for inference. During
inference, we use the first four variances in normal walk-
ing conditions (NM) to build the gallery set as the library
to query test sequences. The sequences of the remaining 2
NM variants, along with BG and CL sequences, are used as
probe examples for finding the identity in the gallery.

OUMVLP [25, 1] is a large-scale dataset with 10,307 dif-
ferent identities. Each subject in this dataset has 2 different
variants for normal walking (NM) conditions from 14 cam-
era viewpoints, making 28 gait sequences. The angles of
camera viewpoints are evenly distributed in two bins, 0° to
90° and 180° and 270°. Every two neighbor viewpoints
have a 15-degree gap. We follow [3, 4, 7, 17] to use the
identities with odd indexes between the 1-st and 10,305-th
examples and build a training set with 5,153 identities. For
the remaining 5,154 identities, we use the first sequence as
the gallery set and the second as probes during inference.

Gait3D [40] is a medium dataset compared with CASIA-
B and OUMVLP for gait recognition in the wild. It includes
4,000 identities among 25,309 video sequences captured via
39 cameras. Since sequences are captured in the wild, cam-
era positions, carried-on objects, and clothes vary from se-
quence to sequence. Similar to GREW [44], Gait3D also
provides both skeletons and silhouette sequences for each
frame in the dataset. We follow [40] to use 3,000 identi-
ties for training and the remaining 1,000 during inference.
For these 1,000 test cases, we build a probe set with 1,000
sequences for querying, as the probe set, and use the rest
5,369 sequences as the gallery set.

GREW [44] is a large in-the-wild gait recognition dataset
with 128,671 sequences capturing 26,345 identities from
882 cameras. Each frame in the video has both silhouettes
and poses provided. We follow [44] for using 20,000 iden-
tities for training and 6,000 identities as our test set. Each
subject in the test set has 4 sequences, where we use two for
the gallery and the other two as probes.



Implementation Details. For the implementation de-
tails section, we will discuss the details for the data prepa-
ration, model, and hyperparameter selection in experiments.

Data preparation. For all four datasets, we follow Open-
Gait1 for preparing the silhouettes for each dataset and set
the size of each frame as 64×44. Different from silhouettes,
skeletons provided for different datasets are not exactly the
same. Thus we process the skeletons for each dataset in-
dependently. For CASIA-B [37] dataset, we follow Gait-
Graph [27] and use a pretrained HR-Net [23] and generate
the skeleton as MS COCO [18] format with 17 joints. The
number of frames used for skeletons of CASIA-B is set to
60, and we use the 60 frames in the center of the whole
sequence as our skeleton input.

For OUMVLP [25] dataset, we follow [1] for applying
the skeletons along with the silhouette sequences, and we
have skeleton sequences with 18 nodes per frame as Open-
Pose [2] format. Considering that the sequence length in
OUMVLP is shorter than CASIA-B, we set the fixed frame
number to 25 for each sequence. For videos shorter than 25,
we repeat the frames until we have 25 frames.

For Gait3D [40] and GREW [44], since skeletons are
collected in the wild, we normalize each skeleton by setting
their height to 2 and move their center to the origin point
(0, 0). This can ensure that the position of the skeletons is
aligned chiefly and will not change significantly.

Network details. In our network, we have two differ-
ent encoders. For our silhouette feature encoder, we follow
GaitGL [17] to build the encoder for CASIA-B, OUMVLP,
and GREW. For Gait3D, we follow SMPLGait [40] and use
its 2-D variant baseline, which we denote as OpenGait, to
encode silhouette features. For the silhouette feature en-
coder in GaitMix, we follow ST-GCN [33] for encoding the
skeletons into the same embedding dimension Nout as the
silhouette feature encoder. The dimension of the hidden lay-
ers of ST-GCN is set to [64, 64, 128, 128, nout]. In addition
to the GaitMix, the decoder of the GaitRef uses the reversed
shape of the ST-GCN, with [128, 64, 64, 3] as the hidden di-
mensions. For the encoder and decoder network, we have
compared ST-GCN along with other choices, such as MS-
G3D [19] in the ablation study.

Model training. In our model, we follow [17, 40] for
choosing the hyperparameters. For CASIA-B, OUMVLP,
and GREW, we use an Adam optimizer [10] with 1e − 4
as the learning rate for 80,000, 210,000, and 250,000 it-
erations, respectively. We decay the learning rate once at
70,000 iterations for CASIA-B and twice for OUMVLP
and GREW, at iterations 150,000 and 200,000 as 1

10 of its
original value. For the Gait3D dataset, we use the Adam
optimizer for 180,000 iterations and set the initial learning
rate as 1e − 3, and the learning rate is decayed to 1

10 three
times at iteration 30,000, 90,000 and 150,000. For CASIA-

1https://github.com/ShiqiYu/OpenGait

B, OUMVLP and GREW, we follow [17] for using 1 for λ1

and λ2, while we set λ2 as 0.1 for Gait3D following [40].
Metrics and evaluations. During inference, for each ex-

ample in the probe set, we use L2 similarity to find the near-
est example in the gallery set. For CASIA-B and OUMVLP,
we evaluate the top-1 accuracy for the prediction. For
GREW, we evaluate top-1, 5, 10 and 20 accuracies. For
Gait3D, we assess top-1 and top-5 accuracies along with
mAP and mINP following [35] for assessing since all the
correct matches should have low-rank values when pairing
the probe example with correct identities in the gallery.

Baseline Methods. For baseline methods, we com-
pare with state-of-the-art gait recognition methods, includ-
ing CNN-LB [30], GaitNet [22], GaitSet [3], GaitPart [4],
GLN [7], GaitGL [17], ModelGait [13] and CSTL [8]. We
also compare with PoseGait [16] and GaitGraph[27], which
use skeleton sequences as the input. GaitEdge [15] gener-
ates silhouettes with RGB images2 and MvModelGait [12]
requires RGB images and camera positions, which are not
provided by most of the datasets. Thus we do not make
direct comparisons with them in our experiments.

4.2. Results and Analysis

To compare with other methods, we present both numer-
ical results on gait recognition tasks for public datasets as
well as the visualized generated skeletons from the refined
branch, followed by the ablation studies.

Numerical Results. We show our numerical perfor-
mance on the four datasets we used in Table 1, 2, 3 and
4. For CASIA-B and OUMVLP, identical-view cases are
excluded. We have the following observations:

(i) Comparison with other SOTA methods. For all four
different datasets we evaluate, we outperform the exist-
ing state-of-the-art methods with GaitRef. In Table 1, on
CASIA-B, we achieve the best performance on all splits.
Specifically, on NM, BG and CL, we reduce the error rates
from 2.1%, 5.6% and 15.8% to 1.9%, 4.1%, 12.0%, which
are relatively 6.7%, 26.8% and 25.3% reduction of the error
rates. Even if we compare with GaitEdge [15] and MvMod-
elGait [12], which use RGB images and viewpoint angles
that do not usually exist in the public dataset, GaitRef still
has a 1.6% and 7.3% improvement on CL, the hardest split.

For the other three datasets, on OUMVLP in Table 2, we
ties with CSTL [8] for the top-1 accuracy, while we out-
perform it along with other methods for all the metrics on
Gait3D [40] and GREW [44] in Table 3 and 4, which we
show 2.7% and 1.6% improvements on Rank-1 accuracies
respectively and consistent improvements on other metrics.
This shows the solidness of correcting the skeleton using
the knowledge in the silhouette sequence as GaitRef.

2https : / / github . com / ShiqiYu / OpenGait / tree /
master/datasets/CASIA-B*

https://github.com/ShiqiYu/OpenGait
https://github.com/ShiqiYu/OpenGait/tree/master/datasets/CASIA-B*
https://github.com/ShiqiYu/OpenGait/tree/master/datasets/CASIA-B*


Probe Method Camera Positions Mean
0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180°

NM #5-6

PoseGait [16] 55.3 69.6 73.9 75.0 68.0 68.2 71.1 72.9 76.1 70.4 55.4 68.7
CNN-LB [30] 83.3 92.3 96.7 94.6 91.7 89.7 92.2 94.0 96.3 92.3 79.0 91.1
GaitNet [22] 91.2 92.0 90.5 95.6 86.9 92.6 93.5 96.0 90.9 88.8 89.0 91.6
GaitGraph [27] 85.3 88.5 91.0 92.5 87.2 86.5 88.4 89.2 87.9 85.9 81.9 87.7
GaitSet [3] 91.1 98.0 99.6 97.8 95.4 93.8 95.7 97.5 98.1 97.0 88.2 95.6
GaitPart [4] 94.0 98.7 99.3 98.8 94.8 92.6 96.4 98.3 99.0 97.4 91.2 96.4
GLN [7] 93.8 98.5 99.2 98.0 95.2 92.9 95.4 98.5 99.0 99.2 91.9 96.5
GaitGL [17] 95.3 97.9 99.0 97.8 96.1 95.3 97.2 98.9 99.4 98.8 94.5 97.3
CSTL [8] 97.2 99.0 99.2 98.1 96.2 95.5 97.7 98.7 99.2 98.9 96.5 97.8
ModelGait [13] 96.9 97.1 98.5 98.4 97.7 98.2 97.6 97.6 98.0 98.4 98.6 97.9
GaitMix 96.6 98.6 99.2 98.0 97.1 96.2 97.5 98.9 99.3 99.0 94.7 97.7
GaitRef 97.2 98.7 99.1 98.0 97.3 97.0 98.0 99.4 99.4 98.9 96.4 98.1
MvModelGait [12] 97.5 97.6 98.6 98.8 97.7 98.9 98.9 97.3 97.6 97.8 97.9 98.1
GaitEdge* [15] 97.2 99.1 99.2 98.3 97.3 95.5 97.1 99.4 99.3 98.5 96.4 97.9

BG #1-2

PoseGait [16] 35.3 47.2 52.4 46.9 45.5 43.9 46.1 48.1 49.4 43.6 31.1 44.5
CNN-LB [30] 64.2 80.6 82.7 76.9 64.8 63.1 68.0 76.9 82.2 75.4 61.3 72.4
GaitNet [22] 83.0 87.8 88.3 93.3 82.6 74.8 89.5 91.0 86.1 81.2 85.6 85.7
GaitGraph [27] 75.8 76.7 75.9 76.1 71.4 73.9 78.0 74.7 75.4 75.4 69.2 74.8
GaitSet [3] 87.0 93.8 94.6 92.9 88.2 83.0 86.6 92.6 95.7 92.9 83.4 90.1
GaitPart [4] 89.5 94.5 95.3 93.5 88.5 83.9 89.0 93.6 96.0 94.1 85.3 91.2
GLN [7] 92.2 95.6 96.7 94.3 91.8 87.8 91.4 95.1 96.3 95.7 87.2 93.1
GaitGL [17] 93.0 95.7 97.0 95.9 93.3 90.0 91.9 96.8 97.5 96.9 90.7 94.4
CSTL [8] 91.7 96.5 97.0 95.4 90.9 88.0 91.5 95.8 97.0 95.5 90.3 93.6
ModelGait [13] 94.8 92.9 93.8 94.5 93.1 92.6 94.0 94.5 89.7 93.6 90.4 93.1

GaitMix 94.4 96.7 96.8 96.1 94.3 90.4 93.5 97.4 98.0 97.2 92.2 95.2
GaitRef 94.4 96.4 97.3 96.8 96.2 92.2 94.4 97.2 98.7 97.9 93.3 95.9
MvModelGait [12] 93.9 92.5 92.9 94.1 93.4 93.4 95.0 94.7 92.9 93.1 92.1 93.4
GaitEdge* [15] 95.3 97.4 98.4 97.6 94.3 90.6 93.1 97.8 99.1 98.0 95.0 96.1

CL #1-2

PoseGait [16] 24.3 29.7 41.3 38.8 38.2 38.5 41.6 44.9 42.2 33.4 22.5 36.0
CNN-LB [30] 37.7 57.2 66.6 61.1 55.2 54.6 55.2 59.1 58.9 48.8 39.4 54.0
GaitNet [22] 42.1 58.2 65.1 70.7 68.0 70.6 65.3 69.4 51.5 50.1 36.6 58.9
GaitGraph [27] 69.6 66.1 68.8 67.2 64.5 62.0 69.5 65.6 65.7 66.1 64.3 66.3
GaitSet [3] 71.0 82.6 84.0 80.0 71.7 69.1 72.1 76.7 78.5 77.2 63.4 75.1
GaitPart [4] 72.5 82.8 86.0 82.2 79.5 71.0 77.7 80.8 82.9 81.4 67.7 78.6
GLN [7] 78.5 90.4 90.3 85.1 80.2 75.8 78.1 81.8 80.9 83.2 72.6 81.5
GaitGL [17] 71.7 90.5 92.4 89.4 84.9 78.1 83.1 87.5 89.1 83.9 67.4 83.5
CSTL [8] 78.1 89.4 91.6 86.6 82.1 79.9 81.8 86.3 88.7 86.6 75.3 84.2
ModelGait [13] 78.2 81.0 82.1 82.8 80.3 76.9 75.5 77.4 72.3 73.5 74.2 77.6

GaitMix 79.2 89.5 94.2 90.0 84.9 80.3 85.2 89.2 90.3 86.9 73.7 85.8
GaitRef 81.4 93.3 94.3 91.6 87.8 83.9 88.5 91.7 91.6 89.1 75.0 88.0
MvModelGait [12] 77.0 80.0 83.5 86.1 84.5 84.9 80.6 80.4 77.4 76.6 76.9 80.7
GaitEdge* [15] 84.3 92.8 94.3 92.2 84.6 83.0 83.0 87.5 87.4 85.9 75.0 86.4

Table 1. Gait recognition results on CASIA-B dataset, excluding identical-view cases. GaitEdge* requires RGB frames and uses the re-
segmented CASIA-B* silhouettes instead of CASIA-B, and MvModelGait requires the input camera viewpoints. We mark the best results
among all the methods in bold and the best results in our baseline methods with underline.

(ii) Comparison between GaitMix and GaitRef. In addi-
tion to the comparison between the existing state-of-the-art
methods, we also compare the performance between Gait-
Mix and GaitRef, since these two methods use the skele-
ton modalities and are of the same setting for a fair com-
parison. We note that GaitRef outperforms GaitMix and
shows pretty consistent improvements on all splits for all
four datasets. While GaitMix introduces the skeleton in-
formation to discard the negative impact of the body con-
tour, the inaccurate skeleton introduces some extra ambigu-
ity, making the network unable to utilize the skeleton infor-
mation maximally. With the refined skeletons, the model
can capture more useful and accurate information for the
identification task of the corresponding person in the video.

(iii) Comparison with using 3-D body shapes. Different
from the other two datasets, Gait3D [40] provides the 3-
D body shapes along with silhouette sequences, which are
used by SMPLGait [40]. In Table 3 we provide the com-
parison for using 3-D body shapes as SMPLGait [40] and
using skeletons as GaitMix and GaitRef. All these methods
use OpenGait [40] as backbones. Compared with using sil-
houettes as the only input modality, the use of skeleton and
body shape can both improve recognition accuracy. In SM-
PLGait, skeleton information is partially stored in the gen-
erated 3-D body shape for gait recognition, making GaitMix
show similar performance as SMPLGait on all four metrics.

Compared with SMPLGait using 3-D body shape as the
second modality, GaitRef with refined skeletons achieves a



Method Camera Positions Mean
0° 15° 30° 45° 60° 75° 90° 180° 195° 210° 225° 240° 255° 270°

GEINet [21] 23.2 38.1 48.0 51.8 47.5 48.1 43.8 27.3 37.9 46.8 49.9 45.9 45.7 41.0 42.5
GaitSet [3] 79.2 87.7 89.9 90.1 87.9 88.6 87.7 81.7 86.4 89.0 89.2 87.2 87.7 86.2 87.0
GaitPart [4] 82.8 89.2 90.9 91.0 89.7 89.9 89.3 85.1 87.7 90.0 90.1 89.0 89.0 88.1 88.7
GLN [7] 83.8 90.0 91.0 91.2 90.3 90.0 89.4 85.3 89.1 90.5 90.6 89.6 89.3 88.5 89.2
GaitGL [17] 84.2 89.8 91.3 91.7 90.8 91.0 90.4 88.1 88.2 90.5 90.5 89.5 89.7 88.8 89.6
MvModelGait [12] 87.7 89.7 91.1 90.1 89.8 90.3 90.3 88.1 89.4 89.4 90.0 90.8 90.0 89.7 89.7
CSTL [8] 87.1 91.0 91.5 91.8 90.6 90.8 90.6 89.4 90.2 90.5 90.7 89.8 90.0 89.4 90.2

GaitMix 85.4 90.3 91.2 91.5 91.2 90.9 90.5 88.9 88.7 90.3 90.5 89.8 89.6 88.9 89.9
GaitRef 85.7 90.5 91.6 91.9 91.3 91.3 90.9 89.3 89.0 90.8 90.8 90.1 90.1 89.5 90.2

Table 2. Gait recognition results on OUMVLP dataset, excluding identical-view cases.

Methods Rank@1 Rank@5 mAP mINP

GaitSet [3] 36.70 58.30 30.01 17.30
GaitPart [4] 28.20 47.60 21.58 12.36
GLN [7] 31.40 52.90 24.74 13.58
GaitGL [17] 29.70 48.50 22.29 13.26
OpenGait [40] 42.90 63.90 35.19 20.83
CSTL [8] 11.70 19.20 5.59 2.59
SMPLGait [40] 46.30 64.50 37.16 22.23

GaitMix 45.80 65.60 36.74 22.09
GaitRef 49.00 69.30 40.69 25.26

Table 3. Gait recognition results reported on the Gait3D dataset
with 64× 44 as input sizes. For all four metrics, higher values of
the same metric indicate better performance.

Methods Rank-1 Rank-5 Rank-10 Rank-20

PoseGait [16] 0.2 1.1 2.2 4.3
GaitGraph [27] 1.3 3.5 5.1 7.5
GEINet [21] 6.8 13.4 17.0 21.0
TS-CNN [30] 13.6 24.6 30.2 37.0
GaitSet [3] 46.3 63.6 70.3 76.8
GaitPart [4] 44.0 60.7 67.4 73.5
CSTL [8] 50.6 65.9 71.9 76.9
GaitGL [17] 51.4 67.5 72.8 77.3

GaitMix 52.4 67.4 72.9 77.2
GaitRef 53.0 67.9 73.0 77.5

Table 4. Rank-1, 5, 10 and 20 accuracies on GREW dataset.

better recognition performance. Considering that the gener-
ation of the SMPL body shapes also requires skeletons [24],
inaccurate pose estimation in the 3-D body shape genera-
tion also makes the model difficult to understand the noisy
body shapes with erroneous poses in SMPLGait [40], while
GaitRef does not suffer this with refined skeletons.

Ablation studies. For ablation studies, we present two
results on 1) different ways for combining the skeleton and
silhouette features, 2) different skeleton encoder and de-
coder networks and comparison with other skeleton refine-
ment methods, and 3) inputs of skeleton correction net-
work. We have both experiments conducted on the CASIA-
B dataset [37] for all three different settings and present the
Top-1 accuracy for the final gait recognition results. We

Methods Combination NM CL BG

GaitGL N/A 97.3 94.4 83.5

GaitMix Padding 96.4 93.7 83.2
GaitMix Concat. 97.7 95.2 85.8

GaitRef Padding 97.5 94.6 85.8
GaitRef Concat. 98.1 95.9 88.0

Table 5. Ablation results for different silhouette and skeleton fea-
ture combination on CASIA-B dataset for three splits. ‘Padding’
indicates the skeleton feature is padded on each of the feature of
different scales, while ‘concat.’ means we concatenate the feature
along with the scale dimension and use it only once.

Methods Encoder Decoder NM CL BG

GaitMix ST-GCN N/A 97.7 95.2 85.8
GaitMix MS-G3D N/A 98.0 95.5 86.4

GaitRef ST-GCN ST-GCN 98.1 95.9 88.0
GaitRef ST-GCN MS-G3D 98.1 95.7 88.5
GaitRef MS-G3D ST-GCN 98.1 95.9 88.3

GaitMix Average Smoothing 97.6 95.0 85.6
GaitMix Gaussian Smoothing 97.7 95.2 85.9
GaitMix SmoothNet [39] 97.4 94.4 83.8

Table 6. Ablations for different encoder and decoder combinations
for GaitMix and GaitRef and different skeleton smoothing meth-
ods on CASIA-B datasets. Results are reported in Top-1 accuarcy.

show the results in Table 5, 6 and 7 respectively and have
the observations as follows:

(i) Feature Combination. In addition to concatenating
the features, we also repeat and pad the skeleton feature
along with each segment of the silhouette features, which
we label as ‘padding’. We show the results in Table 5. For
comparison, we also add the performance of GaitGL [17]
in the table, which only uses the silhouette feature for gait
recognition and is our backbone baseline on CASIA-B.

We note that for GaitMix, padding the skeleton feature
along with each size of the silhouette feature has worse per-
formance compared with the GaitGL baseline even if we
use an external modality, while GaitRef has some minor
improvements compared with GaitGL, indicating the raw
skeleton sequence is relatively noisy and introduce exter-



Split w/o FJ w/o FP
J w/o FS Full SCN

NM 97.7 97.9 97.6 98.1
BG 95.4 95.9 95.3 95.9
CL 87.0 87.9 85.9 88.0

Table 7. Ablation results of different input for the skeleton correc-
tion network on CASIA-B. SCN is skeleton correction network.

nal ambiguity for gait recognition if concatenated with all
scales of features without refinement. Nevertheless, con-
catenating the skeleton sequence only once, along with the
silhouette, has better performance for both GaitMix and
GaitRef. When the skeleton inputs do not dominate the fea-
ture input, the silhouette features can provide useful infor-
mation from the noisy data before and after refinement.

(ii) Encoder-decoder models. For the choice of encoder-
decoder, we choose between two of the state-of-the-art
skeleton action recognition models, ST-GCN [33] and MS-
G3D [19]. We show the results in Table 6. We show that
both MS-G3D and ST-GCN can improve the performance
of GaitMix and GaitRef. In our experiment, MS-G3D re-
quires much larger GPU memory and at least ×2 training
time for each introduced MS-G3D module. Considering
the similar performance and time consumption, we use ST-
GCN for both encoder and decoder networks.

(iii) Different skeleton refinement methods. For skele-
ton refinement, we compare GaitRef with neighbor smooth-
ing (average and gaussian window for neighbor three
frames) and SmoothNet [39] (pretrained on H36m [9]) on
the CASIA-B dataset with Top-1 accuracy. We show the re-
sults in Table 6, where GaitRef outperforms other methods.
For all three variations, 3-frame Gaussian smoothing has
some small improvement compared with GaitMix but still
cannot compete with GaitRef. Compared with naive tem-
poral smoothing, which creates poses not consistent with
the person in the sequence, combining the silhouette fea-
tures introduces the walking patterns that do not exist in the
skeletons and help them refine themselves for gait recogni-
tion. Compared with the refined skeletons from the skeleton
sequence alone, external knowledge from the encoded sil-
houette embeddings eliminates ambiguity. It introduces ID-
specific information during training when the walking pat-
tern cannot be correctly extracted from the skeleton alone.

(iv) Input of skeleton correction network. Given the
presence of three distinct inputs in our skeleton correction
network besides J , namely FJ , FP

J , and FS , we investigate
the contributions of each component and present the results
in Table 7 using three splits of CASIA-B datasets. We ob-
serve that when FJ and FS are excluded, there is a signif-
icant performance drop, with FS being the major contribu-
tor to the final correction. The skeleton correction network
leverages temporal consistency in the skeleton sequences
for correction, while the additional silhouette information
offers external support for enhanced understanding. FP has

Figure 4. Visualization of successful and failure refined skeletons
with GaitRef. For each example, from left to right, we have orig-
inal skeletons, silhouette of the nearby timestamp and corrected
skeletons from skeleton correction network.

limited utility, as it can be derived from FJ , while incorpo-
rating all three inputs leads to the best performance.

Skeletons visualization. We show two examples from
the GaitRef compared to the original skeletons in Figure 4,
accompanied by the three nearest silhouettes of similar time
stamp. Through the GaitRef refinement, the resulting skele-
tons for gait recognition exhibit a considerable reduction in
jitters and more accurately represent the individual’s walk-
ing patterns, especially the visibility of feet. Although the
corrected skeletons may not be entirely precise on noisier
datasets (such as CASIA-B), they improve over the initial
jitters by using the same skeleton encoder to align the do-
main between input and refined skeletons and still postively
contributes to the final recognition accuracy.

5. Conclusion
We introduce GaitMix and GaitRef for combining and

refining the skeletons with silhouettes for gait recognition.
GaitMix takes skeleton and gait sequences in an end-to-end
network for projecting these two modalities into the same
embedding space, while GaitRef further applies the tempo-
ral consistency in silhouettes for correcting the jitters in the
skeletons. We show that combining the two modalities in
GaitMix gives more accurate predictions, while the refined
skeletons with silhouettes improve the quality of skeletons
and generate more precise predictions. We assess our mod-
els on four public datasets, CASIA-B, OUMVLP, Gait3D,
and GREW, and show state-of-the-art performance.
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