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Abstract

Gait recognition is a biometric technology that has re-
ceived extensive attention. Most existing gait recognition
algorithms are unimodal, and a few multimodal gait recog-
nition algorithms perform multimodal fusion only once.
None of these algorithms may fully exploit the complemen-
tary advantages of the multiple modalities. In this paper,
by considering the temporal and spatial characteristics of
gait data, we propose a multi-stage feature fusion strat-
egy (MSFFS), which performs multimodal fusions at dif-
ferent stages in the feature extraction process. Also, we
propose an adaptive feature fusion module (AFFM) that
considers the semantic association between silhouettes and
skeletons. The fusion process fuses different silhouette ar-
eas with their more related skeleton joints. Since visual
appearance changes and time passage co-occur in a gait
period, we propose a multiscale spatial-temporal feature
extractor (MSSTFE) to learn the spatial-temporal linkage
features thoroughly. Specifically, MSSTFE extracts and ag-
gregates spatial-temporal linkages information at different
spatial scales. Combining the strategy and modules men-
tioned above, we propose a multi-stage adaptive feature fu-
sion (MSAFF) neural network, which shows state-of-the-
art performance in many experiments on three datasets. Be-
sides, MSAFF is equipped with feature dimensional pooling
(FD Pooling), which can significantly reduce the dimension
of the gait representations without hindering the accuracy.
https://github.com/ShinanZou/MSAFF

1. Introduction
Unlike recognition methods that use fingerprint, face,

and iris recognition, gait recognition does not require the
subject’s cooperation. It has the characteristics of non-
contact, long-distance recognition. Thus, it can be widely

∗ Equal contribution.

Figure 1. The first row is the silhouette sequence, and the second
row is the skeleton sequence; they are the same subject from the
CASIA-B dataset.

applied in many fields, e.g., video surveillance and secu-
rity system. However, there are still many problems in the
practical application because many factors will significantly
change the subject’s appearance, such as clothing and cross-
view.

In order to address the difficulties mentioned above,
many multimodal gait recognition methods [29, 17, 4, 44,
14, 28] have been tried, which shows the feasibility of mul-
timodal gait recognition. The commonly-used modalities
for gait recognition are optical flow, silhouette, skeleton, in-
ertial sensor data, etc. Our study chooses silhouettes and
skeletons for the following reasons: 1) Data acquisition is
easy. Silhouettes can be extracted from RGB images, and
the skeletons can be obtained from gait videos using the hu-
man pose estimation algorithms [3, 7, 32], 2) The usage sce-
nario is extensive because surveillance cameras are widely
installed, and 3) The two data modalities complement each
other. The silhouette is more sensitive to the change in hu-
man shape and can better capture the changes in human
shape. However, in the case of self-occlusion, the silhou-
ette will lose some information about the part of the human
body. The skeleton can solve the problem of self-occlusion
more effectively, but the changes in the human body during
walking are usually ignored.

As shown in Figure 1, silhouettes and skeletons are se-
quences. For this type of data, spatial features and temporal
features are essential to represent them. We note that some
unimodal methods [20, 5, 6, 16, 24, 25] extract spatial and
temporal features in different ways and achieve state-of-the-
art (SOTA) results on publicly available gait datasets. How-
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Figure 2. Each part of the silhouette corresponds to different joints
of the skeleton.

ever, the existing multimodal methods [29, 17, 4, 44, 14, 28]
perform only one fusion; they ignore the spatial and tem-
poral characteristics of gait data in the fusion stage; the
spatial, temporal, and spatial-temporal features are essen-
tial for a complete representation of the gait, so it is neces-
sary to fuse the spatial, temporal, and spatial-temporal char-
acteristics of the different modalities separately to exploit
the advantages of modal complementarity further. We pro-
pose a multi-stage feature fusion strategy (MSFFS) to solve
this problem. The three stages are as follows: 1) Frame
level fusion, i.e., frame-to-frame fusion of silhouette and
skeleton features to obtain the spatially complementary fea-
tures of a single frame; 2) Spatial-temporal level fusion, i.e.,
the spatial-temporal features of two modalities are fused
to obtain spatial-temporal complementary information; and
3) Global level fusion. To better represent gait, silhouette
features, skeleton features, frame level fusion, and spatial-
temporal level fusion features are fused again.

Furthermore, as shown in Figure 2. The semantic corre-
lation between the two data modalities is represented spa-
tially as the correspondence between the parts of the sil-
houette and the skeleton joint positions. In order to fully
explore the relevance of semantic information, we pay more
attention to the corresponding parts of silhouettes and skele-
tons while paying less attention to the parts that do not cor-
respond. This point of view has not been mentioned in pre-
vious work. Thus, we propose an adaptive feature fusion
module (AFFM), and different silhouette areas will be fused
with more related skeleton joints.

In terms of the sequence of processing spatial informa-
tion and temporal information, some existing methods can
be divided into four types: 1) Extracting temporal features
first, spatial features later, e.g., Gait Energy Image (GEI)
[10]; 2) Extracting spatial features first and followed by the
temporal features, e.g., GaitSet [5], GaitPart [6]; 3) Extract-
ing spatial features first, temporal features later, then the
spatial and temporal features are extracted independently,
e.g., CSTL [16]; 4) Extracting spatial and temporal fea-
tures simultaneously, e.g., MT3D [24], GaitGL [25]. Due to
the significant separation between temporal and spatial fea-
ture extraction, The first three methods can potentially hin-
der spatial-temporal information interactions. The fourth
method is based on 3D-CNN. It can extract temporal and
spatial features simultaneously but must be stacked many
times to obtain the global-wise field. So this method may

bring problems of parameter redundancy and massive re-
source consumption. In addition, we note that GaitSet [5]
only focuses on the whole body shape when extracting fea-
tures; this approach will lose fine-grained information at
different local scales and affect the gait recognition results.
GaitPart [6] learn the spatial and temporal representation of
different parts independently. However, it ignores that all
human body parts are interconnected and move jointly dur-
ing walking.

To address the above issues, we propose a novel mod-
ule capable of extracting spatial-temporal linkage features
simultaneously at different spatial scales, named multiscale
spatial-temporal feature extractor (MSSTFE). MSSTFE ex-
tracts spatial-temporal linkage features in three spatial
scales, i.e., part level, local level, and global level. In this
way, fine-grained information about the part and local ar-
eas can be preserved, while the linked features of the global
area can also be obtained. We use a stacking structure that
combines spatial one-dimension (1D) convolution and tem-
poral 1D convolution when extracting spatial-temporal link-
age features, which ensures a low training computational
cost, and the extraction processes of spatial and temporal
features are not significantly separated. In addition, we find
that different parts of the human body have different motion
amplitudes. Accordingly, we use the attention mechanism
to capture the parts with greater motion amplitudes in the
global area to obtain a more accurate gait representation.

The MSFFS and MSSTFE significantly increase the di-
mension of the gait representations, increasing the recog-
nition process’s computational complexity. We propose a
simple but efficient method, feature dimensional pooling
(FD Pooling), to solve this problem. FD Pooling can sig-
nificantly reduce the dimension of the gait representations
with almost no loss of accuracy.

The main contributions are summarized as follows:
• We present a multi-stage feature fusion strategy

(MSFFS) that fully exploits the complementary advantages
of silhouettes and skeletons.

• We propose an adaptive feature fusion module (AFFM)
to capture the relational semantic information of silhouettes
and skeletons.

• We design an efficient spatial-temporal feature extrac-
tion module: multiscale spatial-temporal feature extractor
(MSSTFE), which extracts the spatial-temporal linkage fea-
ture on different spatial scales.

• We propose feature dimensional pooling (FD Pooling)
to reduce the dimension of the gait representations simply
and efficiently.

• By combining the abovementioned strategies and mod-
ules, we propose a multi-stage adaptive feature fusion neu-
ral network (MSAFF) for multimodal gait recognition. Our
network outperforms the state-of-the-art on CASIA-B [30],
Gait3D [45] and GREW [46] gait datasets.
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Figure 3. Overview of the proposed network.

2. Related Work

2.1. Unimodal Gait Recognition

Unimodal gait recognition methods can be divided into
model-based and appearance-based. Model-based methods
[23, 21, 35] model humans’ structure and walking action by
extracting human pose information [3, 7, 32, 36, 27, 22].
Moreover, model-based methods have strong robustness to
occlusion and viewing angles but ignore the shape of hu-
man walking. However, the model-based methods rely on
the accuracy of the human pose estimation algorithm. The
appearance-based methods [10, 1, 38, 43, 39, 40, 2, 31,
41, 11, 34, 42, 5, 6, 16, 24, 25, 12, 19, 9, 8] currently
perform better than the model-based methods but are af-
fected by self-occlusion and viewing angles. These works
in [10, 1, 38, 43, 39, 40, 2, 31, 41, 11, 34, 42] combine mul-
tiple images into one image along the temporal dimension,
but the association information of adjacent frames may be
lost. The method in [20] uses LSTM to process time infor-
mation but retains unnecessary constraints of the temporal
sequences [5]. Gaitset [5] proposes to take gait as a set and
aggregate temporal dimension through statistical functions.
It is simple and effective and has attracted wide attention.
GaitPart [6] uses temporal multi-scale features module for
modeling the short term. A multi-scale temporal features
extraction method and a temporal feature aggregation mod-
ule are proposed in CSTL [16]. GaitGL [25] designs local
and global 3D-CNN to extract local and global spatial fea-
tures.

2.2. Multimodal Gait Recognition

Facing complex gait problems, some works [29, 17, 4,
44, 14, 28, 18] attempt to use multimodal methods, such as
GaitCode [29] uses the self-coding network to fuse acceler-
ation and ground contact force data. The work in [17] fuses
data from motion sensors and visible light cameras for gait
recognition at the decision level. These methods use iner-

tial sensor data, usually obtained by smart wearable devices
or portable mobile phones, and the application scenarios
may be limited. The method in [4] trains multiple multi-
modal CNNs using optical flow, grey pixel, and depth in-
formation. Autoencoder GaitNet is proposed in [44], which
automatically learns the unentangled gait features (posture
and appearance) from videos. The multimodal gait recogni-
tion system in [14] combines RGB, optical flow, and audio.
UGaitNet [28] addresses the problem of modal loss in mul-
timodal frameworks. Transgait [18] combines silhouettes
and pose heatmaps to mine the gait feature of a pedestrian.
The multimodal algorithms described above only perform
one fusion without considering the gait’s spatial, temporal,
and spatial-temporal characteristics, and the advantages of
multimodal complementarity are not fully exploited.

3. Method
3.1. Pipeline

The overview of the proposed gait recognition network is
shown in Figure 3. The input of our network is a silhouette
sequence Ximg ∈ RN×H×W with frame number N , height
H and width W and a skeleton sequence Xske ∈ RN×3×Z

with frame number N , channel number 3 and joints number
Z, where channel number is the 2D coordinates of joints
with confidence scores. The specific steps of our multi-
modal gait recognition network are as:

Simg = F (Ximg). (1)
Sske = GT (Xske) . (2)

where F and GT are frame-level spatial feature extraction
networks of silhouette and skeleton, respectively, F con-
tains four 2D convolution layers and a 2D max pooling
layer, while GT contains three graph convolution trans-
former layers, Simg ∈ RN×C×H/2×W/2 and Sske ∈
RN×C×Z , and C refers to the channel number of the fea-
ture.



Simg is divided into K parts according to the silhou-
ette from top to bottom, and then the Global Max Pool-
ing (GMP) and Global Average Pooling (GAP) are ap-
plied to each part to obtain the part-level features Pimg ∈
RN×C×K = {piimg ∈ RC×K |i = 1, . . . , N}, i.e.,

Pimg = GAP (Simg) +GMP (Simg) . (3)

For Sske, we treat a joint as a part and sequence the joints
in coco format [26], i.e.

Pske = CoCo(Sske). (4)

where Pske ∈ RN×C×Z = {piske ∈ RC×Z |i = 1, . . . , N}.
The intermediate variables Pimg and Pske are then sent

into two independent multiscale spatial-temporal feature
extractors (MSSTFE) to obtain the spatial-temporal linkage
features. i.e.,

ST img = MSSTFEimg(Pimg). (5)
ST ske = MSSTFEske(Pske). (6)

where, STimg ∈ RC×3Kand STske ∈ RC×3Z .
Simultaneously with the previous step, Pimg and Pske

are input to the adaptive feature fusion module (AFFM)
for frame level fusion, and the output is Pfs ∈ RN×C×K .
Pfs is input into the third independent multiscale spatial-
temporal feature extractor (MSSTFE) to obtain the spatial-
temporal linkage feature STfs ∈ RC×3K , i.e.,

Pfs = Concat (AFFM1, ...,AFFMN ) ,

Where AFFM i = AFFMframe(p
i
img, p

i
ske),

(7)

STfs = MSSTFEfs(Pfs). (8)

Next, ST img and ST ske are input adaptive feature fu-
sion modules (AFFM) which are used for multimodal fu-
sion at spatial-temporal level, and the output ST fst ∈
RC×3K is obtained, i.e.,

STfst = AFFMst(ST img, ST ske). (9)

Next, several separate fully connected (FC) layers are
used to map feature vectors STimg , STske, STfs and ST fst

to the metric space, next, global level fusion of the mapped
feature vectors is performed to obtain the output Out ∈
R(9K+3Z)×OutC and Outc is the channel number of FC.
Out is fed into the All (BA+) triplet loss [13] for training
the network. For efficiency during testing, Out will be fed
into feature dimensional pooling (FD Pooling) to reduce the
dimension of the gait representations.

3.2. Multi-Stage Feature Fusion Strategy

Description. Multimodal feature fusion is used at frame
level, spatial-temporal level, and global level.

In Eq 7, Concat represents concatenation operations, when it appears
again, it means the same operation.
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Figure 4. Overview of the adaptive feature fusion module (AFFM).

Motivation. Spatial feature and temporal contain rich iden-
tification information mentioned in Section 1. In order to
obtain the complementary advantages of silhouettes and
skeletons, we perform multimodal fusion in multiple stages
of feature extraction. At the same time, global level fusion
makes the final measurement feature have multi-scale and
multi-type information and obtain a more comprehensive
feature representation.
Operation.

Frame level fusion. The N silhouette frames and N
skeleton frames are frame-to-frame correspondences. The
corresponding silhouette features and skeleton features will
be paired into the adaptive feature fusion module (AFFM)
for fusion during frame level fusion.

Spatial-temporal level fusion. ST img and ST ske are
obtained from silhouettes and skeletons after multiscale
spatial-temporal linkage feature extraction. These two fea-
tures are similar to the single frame features in terms of di-
mensionality. These two features are passed through the
adaptive feature fusion module (AFFM) in pairs to ob-
tain the spatial and temporal correlation semantic informa-
tion. Here the AFFM used by the frame level and spatial-
temporal level is parameter independent.

Global level fusion. STimg , STske, STfs, and ST fst

mentioned in Section 3.1 will be spliced together after pass-
ing through their respective fully connected layers as the
final gait representation for recognition.

3.3. Adaptive Feature Fusion Module

Description. The adaptive feature fusion module (AFFM)
adaptively searches for the associated weight between each
part of the silhouette and skeleton feature so that the asso-
ciated part has a higher weight; then, we fuse the silhou-
ette and skeleton features according to the weight to get the
fused feature.
Motivation. Silhouette and skeleton are semantically re-
lated, and there is a corresponding relationship between the
parts of the silhouette and the joint positions of the skele-
ton. Therefore, focusing on the fusion of related parts is
more beneficial for obtaining the associated semantic infor-
mation of the two data modalities.
Operation. The general process of operation is shown in
Figure 4. For the convenience of unified description, the



input silhouette feature of AFFM is Aimg ∈ RD×MI , and
the skeleton feature is Aske ∈ RD×MS , where D denotes
the number of feature channels, MI and MS represents
the number of silhouette and skeleton feature parts, respec-
tively. For the specific values of each parameter, D = C,
MI = K, MS = Z in frame level fusion. D = C,
MI = 3K, MS = 3Z in spatial-temporal level fusion,
where C refers to the number of channels, K refers to the
number of silhouette parts, and Z refers to the number of
skeleton joints.

Next, the correlation between silhouette features and
skeleton features computed is used as the weight matrix.
According to the weight matrix, the features of different
joints are weighted to obtain the weighted skeleton features.
The weighted skeleton features will be calculated several
times in parallel. Finally, the weighted skeleton features of
each time will be spliced together and projected again. The
process above is implemented through multi-head attention
[37], i.e.,

Weightske = Concat (Head1, ...,Headh)W
O,

where

Headi = softmax(
(WK

i Aimg)
T
(WQ

i Aske)√
d

) (WV
i Aske)

T
.

(10)
The parameter mapping matrix is: WK

i ∈ Rd×D, WQ
i ∈

Rd×D, WV
i ∈ Rd×D, WO ∈ Rh×d×D, where d = D

h /r,
D is the number of feature channels mentioned above, r
stands for channel compression ratio and h stands parallel
attention layers or heads. We employ h = 4 in this work.

Next, we use Global Max Pooling (GMP) and Global
Average Pooling (GAP) to obtain the global spatial features
of the skeleton, and the global spatial features of the skele-
ton are copied MI times as the bias of the weighted skele-
ton features, i.e.,

Biasske = Concat(G1 . . . .GMI), (11)

where Gi = GAP (Aske) +GMP (Aske).
The final silhouette and skeleton fusion feature Af ∈

RD×MI is

Af = FC(Concat(Aimg,Weightske +Biasske)). (12)

where, FC is a fully connected layer.

3.4. Multiscale Spatial-Temporal Feature Extractor

Description. The spatial-temporal linkage features are ex-
tracted from three spatial scales: part, local, and global.
Motivation. The changes in the human body’s spatial shape
and temporal motion co-occur for walking. Therefore, the
extraction of spatial and temporal features should not be
significantly separated, and the linkage between them con-
tains rich identity features. As mentioned in Section 1, the
movement of the human body with time can be observed
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Figure 5. Overview of the multiscale spatial-temporal feature ex-
tractor (MSSTFE).

at different spatial scales. The network can obtain the de-
tails of human spatial-temporal motion at different scales by
extracting spatial-temporal linkage features at multiple spa-
tial scales. Finally, the spatial-temporal linkage features of
various scales are integrated to realize the communication
and fusion of information at different scales. In addition, in
the global space, each part of the human body has differ-
ent degrees of motion and contributes to different gait iden-
tification characteristics. Thus, highlighting the parts that
contribute more to gait identification features in the global
space to obtain a more accurate representation of spatial and
temporal linkage features.
Operation. The specific details are shown in Figure 5.
For the convenience of unified explanation, the input of
MSSTFE is Pm ∈ RN×C×M , and M represents the num-
ber of feature parts. For specific parameters, M = K when
input is Pimg or Pfs, and M = Z when input is Pske. K
refers to the number of silhouette parts, and Z refers to the
number of skeleton joints.

Part level and local level. Firstly, a 1D convolution with
a kernel size of ssize is used to extract features along the
spatial dimension, and then M 1D convolution with a kernel
size of tsize is used to extract features along the temporal
dimension of M part features, respectively. In this way, the
interaction of temporal and spatial dimensions is realized.
It can be expressed as follows:

Pmst = Conv1dmt1(Conv1ds1 (Pm)). (13)

where, Pmst ∈ RN×C×M .
Next, to expand the scope of spatial-temporal interac-

tion, we repeat the above operations for Pmst to complete
the extraction of spatial-temporal linkage features. The op-
eration is

Pmstst = Conv1dmt2(Conv1ds2 (Pmst)), (14)



where, Pmstst ∈ RN×C×M .
The processes of both part level and local level can be

described by the above two equations. The differences be-
tween them are: STp = Pmstst, ssize = 1, tsize = 3
when extracting the spatial-temporal linkage features on
part level; STl = Pmstst, ssize = 3, tsize = 3 when
extracting spatial-temporal linkage features on local level.
STp is Part level spatial-temporal linkage feature, and STl

is local level spatial-temporal linkage feature.
Global level. We first compress the channel dimension of

Pm through Global Max Pooling and Global Average Pool-
ing. Next, by splicing the compressed features to represent
channel features. The process is

POOL = Concat (GAP (Pm) , GMP (Pm)) , (15)

where, POOL = {pooli ∈ R2×M |i = 1 . . . .N}.
Then, the self-attention mechanism [37] is used to cap-

ture the global spatial information of POOL, and the for-
mula is expressed as:

POOL A = Concat(A1, ..., AN ), (16)

where, Ai = softmax(
(WK

p pool
i
)
T
(WQ

p pool
i
)

√
2

)(WV
p pool

i
)
T .

The parameter mapping matrix is: WK
p ∈ R2×2, WQ

p ∈
R2×2, WV

p ∈ R2×2, POOL A ∈ RN×2×M .
Next, Global spatial attention is obtained by a 1D con-

volution with a convolution kernel size of 1 and sigmoid
function, i.e.,

Atten = sigmoid (Conv1d(POOL A)) . (17)

The global spatial attention weight is used to re-weight
the spatial features, i.e.,

Pg = Atten ∗ Pm + Pm. (18)

Then, M 1D convolutions with a kernel size of 3 are used
to extract features along the temporal dimension of M part
features, respectively, i.e.,

Pgt = Conv1dmt3 (Pg) , (19)

where, Pgt ∈ RN×C×M .
In order to further expand the propagation range of

global features along the temporal dimension, We reper-
form part-level spatial-temporal feature extraction on Pgt,
similar to Equation 13, i.e.,

STg = Conv1dmt4(Conv1ds3 (Pgt)), (20)

where, STg ∈ RN×C×M .
Finally, we splice STp, STl, STg together, then use the

max pooling to aggregate the spliced features along the tem-
poral dimension as the output of MSSTFE, i.e.,

STm = MAX(Concat(STp, STl, STg)), (21)

where, STm ∈ RC×3M .

3.5. Feature Dimensional Pooling

Description. Reducing the dimension of the gait represen-
tation under almost no loss of accuracy.
Motivation. In this paper, the network output has a high
representation dimension due to the use of MSFFS and
MSSTFE. Therefore, the output dimension needs to be re-
duced to make the proposed network more suitable for prac-
tical application.
Operation. First, we cut the output of network Out into op
parts along the channel dimension, where the i− th part is
denoted as outi ∈ R(9K+3Z)×OutC/op and Outc is the out-
put dimension. Next, we pool each part along the channel
dimension, and connect all pooled parts, i.e.,

OutFDP = Concat(FDP1 . . . .FDPop), (22)

where, FDPi = Pooling(outi).
In Equation 22, OutFDP ∈ R(9K+3Z)×op indicates that

the output of feature dimensional pooling. Pooling is a
pooling operation. We try several pooling methods in the
ablation experiment and find that the average pooling per-
formed the best. We can control the output of feature di-
mensional pooling by controlling op.

4. Experiments
4.1. Datasets

CASIA-B [30] is the most widely-used gait dataset and
comprises 124 subjects. For each subject, there are three
gait conditions: normal walking (NM), bag walking (BG),
and wearing a coat (CL). Each condition has 11 angles
of view. The top 74 subjects are trained when evaluat-
ing performance, and the remaining 50 are retained for
the test. The NM#1 − NM#4 in the test phase are
used as the gallery, and the remaining NM#5 − NM#6,
BG#1−BG#2 and CL#1−CL#2 are used as the probe.

Gait3D [45] is a large 3D representation-based gait
recognition dataset. It contains 4,000 subjects and over
25,000 sequences extracted from thirty-nine cameras in an
unconstrained indoor scene. Subjects are divided into train-
ing and testing sets (3000 subjects are for training and 1000
for testing). In the test set, one sequence is selected as the
probe set, while the rest are regarded as the gallery set.

GREW [46] is a large-scale and in-the-wild dataset. It
includes 26,345 subjects and 128,671 sequences. There are
20,000 subjects for training, 6,000 for testing, and 345 for
validating. GREW also contains a distractor set of 233,857
sequences (unlabeled data). In the testing set, there are 4
sequences in each subject, 2 for the query set and 2 for the
gallery set.

4.2. Implementation Details

Hyper-parameters. The structure of the 3-layer graph
convolution transformer is shown in supplementary mate-



Table 1. Averaged rank-1 accuracies on CASIA-B, excluding identical-view cases.
Gallery NM #1-4 Angle of view: 0o − 180o

mean
Probe 0o 18o 36o 54o 72o 90o 108o 126o 144o 162o 180o

NM#5-6

PoseGait [23] 55.3 69.6 73.9 75.0 68.0 68.2 71.1 72.9 76.1 70.4 55.4 68.7
CNN-LB [39] 82.6 90.3 96.1 94.3 90.1 87.4 87.4 94 94.7 91.3 78.5 89.9

GaitSet [5] 90.8 97.9 99.4 96.9 93.6 91.7 91.7 97.8 98.9 96.8 85.5 95
GaitPart [6] 94.1 98.6 99.3 98.5 94 92.3 92.3 98.4 99.2 97.8 90.4 96.2
GaitGL [25] 96 98.3 99 97.9 96.9 95.4 95.4 98.9 99.3 98.8 94 97.4
CSTL [16] 97.2 99 99.2 98.1 96.2 95.5 95.5 98.7 99.2 98.9 96.5 97.8

TransGait [18] 97.3 99.6 99.7 99.0 97.1 95.4 97.4 99.1 99.6 98.9 95.8 98.1
MSAFF(ours) 99.1 99.4 99.3 99.1 98.9 98.9 98.9 99.2 99.7 99.6 97.8 99.1

BG#1-2

PoseGait [23] 35.3 47.2 52.4 46.9 45.5 43.9 46.1 48.1 49.4 43.6 31.1 44.5
CNN-LB [39] 64.2 80.6 82.7 76.9 64.8 63.1 68 76.9 82.2 75.4 61.3 72.4

GaitSet [5] 83.8 91.2 91.8 88.8 83.8 81 84.1 90 92.2 94.4 79 87.2
GaitPart [6] 89.1 94.8 96.7 95.1 88.3 94.9 89 93.5 96.1 93.8 85.8 91.5
GaitGL [25] 92.6 96.6 96.8 95.5 93.5 89.3 92.2 96.5 98.2 96.9 91.5 94.5
CSTL [16] 91.7 96.5 97 95.4 90.9 88 91.5 95.8 97 95.5 90.3 93.6

TransGait [18] 94.0 97.1 96.5 96.0 93.5 91.5 93.6 95.9 97.2 97.1 91.6 94.9
MSAFF(ours) 97.7 98.5 98.6 98 96.9 95.3 96.2 97.6 98.5 97.7 94.1 97.1

CL#1-2

PoseGait [23] 24.3 29.7 41.3 38.8 38.2 38.5 41.6 44.9 42.2 33.4 22.5 36
CNN-LB [39] 37.7 57.2 66.6 61.1 55.2 54.6 55.2 59.1 58.9 48.8 39.4 54

GaitSet [5] 61.4 75.4 80.7 77.3 72.1 70.1 71.5 73.5 73.5 68.4 50 70.4
GaitPart [6] 70.7 85.5 86.9 83.3 77.1 72.5 76.9 82.2 83.8 80.2 66.5 78.7
GaitGL [25] 76.6 90 90.3 87.1 84.5 79 84.1 87 87.3 84.4 69.5 83.6
CSTL [16] 78.1 89.4 91.6 86.6 82.1 79.9 81.8 86.3 88.7 86.6 75.3 84.2

TransGait [18] 80.1 89.3 91.0 89.1 84.7 83.3 85.6 87.5 88.2 88.8 76.6 85.8
MSAFF(ours) 92.1 94.6 95.6 93.8 91 90.6 92.5 94 95.3 94.8 91.7 93.3

rial. For CASIA-B, the output channels of each layer in 4-
layer CNN are set to 32, 64, 128, and 128. For Gait3D and
GREW, we replace the 4-layer CNN with a 6-layer CNN,
and the output channels of each layer are set to 32, 32, 64,
64, 128, and 128. Moreover, a max pooling layer with a
stride of 2 is appended after the second convolution layer.
In addition, the Leaky ReLU function is applied after each
convolutional layer. The parameter Outc = 256. Z = 17,
which is the number of skeleton joints. For CASIA-B,
K = 32. For Gait3D and GREW, K = 16. N = 30 when
only unimodal inputs are available, and N = 60 when bi-
modal inputs are available. Besides, for CASIA-B, Gait3D,
and GREW, the output feature dimensions in the training
phase are 339 × 256, 195 × 256, 195 × 256; and in the
inference phase are 339, 195, 195.

Training Details. 1) All silhouettes are transformed to
64×44 using the method in [33]. HRNet [32] is applied in
CASIA-B for pose estimation. The silhouettes and skele-
tons are frame-to-frame. 2) All (BA+) triplet loss [13] is
employed to train our network. The batch size for training
is noted as (p, k), where p denotes the number of sampled
subjects and k denotes the number of sampled sequences for
each subject. Particularly, (p, k) is set to (8, 8) on CASIA-B
and (32, 4) on Gait3D and GREW. 3) At the training phase,
randomly extract N sorted frames for training. During the
testing phase, all frames are used. 4) For the CASIA-B and

Gait3D, the model is trained for 100K iterations with the
initial Learning (LR) 1e-4, and the LR is multiplied by 0.1
at the 30K and 60K iterations. For the GREW, the model
is trained for 210K iterations with the initial LR 1e-4, and
the LR is multiplied by 0.1 at the 150K iterations. 5) All
models are implemented with PyTorch and trained in RTX
3090 GPU.

4.3. Comparison with the State-of-the-art Methods

CASIA-B [30]. To demonstrate the superior perfor-
mance of our method, it is compared with state-of-art meth-
ods on the CASIA-B dataset. The experimental results
are illustrated in Table 1. We draw the following conclu-
sions: 1) MASFF achieves better results under all condi-
tions, which shows that MASFF extracts more robust gait
features. 2) Under more difficult conditions, e.g., CL, the
performance of MASFF is better than GaitSet [5] by 22.9%,
better than GaitPart [6] by 14.6%, better than GaitGL [25]
by 9.7%, better than CSTL [16] by 9.1%, better than the
multimodal method TransGait [18] by 7.5%. These suggest
that MASFF is more effective in complex environments. 3)
MASFF achieves better results as shown in Table 1; this is
due to MSFFS, AFFM, and MSSTFE proposed by us. We
will discuss their effects further in the ablation experiments.

Gait3D [45]. Since the CASIA-B dataset is collected in
an experimental scenario, we choose to validate the network



Table 2. Rank-1 accuracy (%), Rank-5 accuracy (%), mAP (%),
and mINP on the Gait3D dataset. The input size of silhouette is
64× 44.

Methods Rank-1 Rank-5 mAP mINP
GEINet [31] 5.4 14.2 5.06 3.14

GaitGraph [16] 6.25 16.23 5.18 2.42
GaitPart [6] 28.2 47.6 21.58 12.36
GaitGL [25] 29.7 48.5 22.29 13.26
GLN [15] 31.4 52.9 24.74 13.58
GaitSet [5] 36.7 58.3 30.01 17.3

SMPLGait [45] 46.3 64.5 37.16 22.23
MSAFF (ours) 48.1 66.6 38.45 23.49

Table 3. Rank-1 accuracy (%), Rank-5 accuracy (%), Rank-10 ac-
curacy (%), and Rank-20 accuracy (%) on the GREW dataset.

Methods Rank-1 Rank-5 Rank-10 Rank-20
PoseGait [23] 0.23 1.05 2.23 4.28

GaitGraph [16] 1.31 3.46 5.08 7.51
GEINet [31] 6.82 13.42 16.97 21.01

TS-CNN [39] 13.55 24.55 30.15 37.01
GaitSet [5] 46.28 63.58 70.26 76.82
GaitPart [6] 44.01 60.68 67.25 73.47

TransGait [18] 56.27 72.72 78.12 82.51
MSAFF (ours) 57.40 72.99 78.27 82.88

in the wild scenario on the Gait3D dataset. The experimen-
tal results are illustrated in Table 2. It can be observed that
the proposed network achieves the best recognition accu-
racy. The accuracy of our proposed network is substantially
ahead of the two model-based algorithms. It is also compet-
itive for the multimodal algorithm SMPLgait [45]. It can be
demonstrated by the results that our proposed network has
the same high performance in wild scenarios.

GREW [46]. As GREW has more pedestrians than
Gait3D, the network was evaluated on the GREW dataset to
verify its generalization and robustness in field situations.
The experimental results are illustrated in Table 3. Our
network scores 57.40% in terms of Rank-1 metric, which
exceeds GaitSet and GaitPart by about 10%. The results
demonstrate that our network also performs well on the
GREW dataset; This means that our network has learned
more useful gait information.

In addition, we find an interesting phenomenon on both
Gait3D and GREW: in the wild environment, algorithms us-
ing only pose achieve less than 10% poor results, but when
fusing silhouette and pose, pose again makes a sizable con-
tribution to the complete representation of gait. This phe-
nomenon suggests that more modalities allow for a more
complete gait representation.

4.4. Ablation Study

Analysis of FD Pooling. We analyze the performance
of FD Pooling through experiments. As shown in Table 4:
1) It is possible to reduce the dimension of the gait rep-

Table 4. Analysis of Feature Dimensional Pooling (FD Pooling)
on CASIA-B in terms of averaged rank-1 accuracy. Size means
the output feature dimension of network, Outc means the channel
number of FC, and op means the pooling parameter.

Size Outc Pooling op NM BG CL Mean
339× 256 256 \ \ 99.1 97.1 93.3 96.5
339× 8 8 \ \ 97.9 93.8 90 93.9
339× 4 4 \ \ 97 93.3 85.9 92.0
339× 1 1 \ \ 71.9 65.3 56.1 64.4
339× 8 256 Average 8 98.9 96.9 92.9 96.2
339× 4 256 Average 4 98.8 96.8 92.7 96.1
339× 2 256 Average 2 98.8 96.7 92.7 96.1
339× 1 256 Average 1 98.7 96.6 92.2 95.9
339× 1 256 Max 1 96.2 93.1 88.4 92.5
339× 1 256 Min 1 96.1 93.2 88.8 92.7
339× 1 256 Median 1 97.2 92.7 85.2 91.7
339× 1 256 Average + Max 1 96.1 93.1 88.4 92.5
339× 1 256 Average + Min 1 96.1 93.2 88.9 92.7
339× 1 256 Average + Median 1 97.7 94.2 87.2 93.0

resentations by reducing the Outc, but this approach can
significantly reduce the network’s performance. 2) When
using average pooling, FD Pooling significantly reduces the
dimension of the gait representations (the minimum can be
339), and there is almost no loss of accuracy. 3) Accuracy
drops more when using other pooling methods. Because
when using other pooling methods, only a single dimension
is selected to characterize the gait, while using the average
pooling method, all dimensions are aggregated to character-
ize the gait. 4) These experiments prove that FD Pooling is
simple and effective.

In the supplementary material, we place ablation stud-
ies related to the MSFFS, AFFM, and MSSTFE. Please
check.

5. Conclusion and Future Works

Conclusion. This paper proposes the multi-stage feature
fusion strategy and adaptive modal fusion module to exploit
the complementary advantages of silhouettes or skeletons.
We design the multiscale spatial-temporal feature extractor,
which extracts the spatial-temporal linkage feature on dif-
ferent spatial scales to achieve strong spatial-temporal mod-
eling ability. In conjunction with the above, we propose a
multi-stage adaptive feature fusion neural network for mul-
timodal gait recognition. Besides, We proposed feature di-
mensional pooling, which can significantly reduce the di-
mension of the gait representations without hindering accu-
racy. Many experiments on CASIA-B, Gait3D, and GREW
datasets demonstrate the effectiveness of our proposed net-
work.

Future Works. This paper finds that multimodal al-
gorithms produce better results than unimodal algorithms,
suggesting that it may be difficult to represent gait using
only a single modal fully. Much information in the raw data
and other unused modals has not yet been used, so multi-
modality may be the next promising research direction for
gait recognition.
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