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Abstract—This paper presents a neural network based 
technique for the classification of segments of road images into 
cracks and normal images. The density and histogram 
features are extracted. The features are passed to a neural 
network for the classification of images into images with and 
without cracks. Once images are classified into cracks and 
non-cracks, they are passed to another neural network for the 
classification of a crack type after segmentation. Some 
experiments were conducted and promising results were 
obtained. The selected results and a comparative analysis are 
included in this paper. 

I. INTRODUCTION 

HE aim of this research is to develop a technique that 
can automatically scan images captured by a road 

vehicle and detect damage in the road surface.  Most current 
systems for crack detection and classification are costly (in 
terms of labour), inefficient and unreliable. In most semi-
automatic systems, the scanned images are stored on a hard-
drive and the expert must open the image, detect defect (if 
any), classify the type of defect, attach a time, date and 
position, move and store the image and delete any images 
that do not contain defects. Usually the images are taken 
every three meters which means that one kilometre of road 
requires 333 images. Considering there are thousands of 
kilometres of roads, there is a considerable amount of 
difficult and challenging work in dangerous working 
conditions on roads need to be undertaken. Some systems 
use automatic algorithms for crack detection, however due 
to irregularities in road surface, variations in road texture, 
and lighting conditions, and various other difficult 
environmental conditions, high success in terms of 
classification rate has not been achieved yet. Therefore, 
there is a need for more research in investigating and 
developing new intelligent techniques for crack detection 
and classification. 
 This paper is divided into 6 sections. Following this 
section, Section 2 presents a literature review in the area of 
crack detection and classification. Section 3 presents the 
proposed technique. The experimental results are presented 
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in Section 4. Section 5 presents a discussion of the results. 
Finally the section 6 concludes the paper. 

II. BACKGROUND 

 A review of various methods for the detection and 
classification of road cracks which have been published in 
the literature is presented in this section.   
 Segmentation of the crack from the image is possibly the 
most difficult procedure in road crack detection. The typical 
output of this procedure is a binary image where black 
pixels represent the crack pixels.  Thresholding of the 
image is not simple as there are many variations in road 
texture and lighting.  The human eye is able to perceive 
even faint cracks when examining the entire image. 
Thresholding relates to calculating a grey level value in 
which each pixel is either binarised to 1 or 0.  The difficulty 
is in choosing this value.  Choosing an overall threshold 
value is difficult which is why the trend has been to break 
the image into tiles and perform local thresholding on these.  
This method is chosen in [1-5].  Within each tile the mean 
grey value is used as a parameter to determine the 
threshold.  In [3] the threshold value is a linear function of 
the mean grey value.  The function was determined 
statistically by humans and a best fit equation was 
determined.  In [2, 6, 7] a neural network was used to 
determine the threshold  where the inputs were the mean, 
standard deviation and co-occurrence parameter of the tile. 
With these segmented images a defect can be determined by 
the amount of crack pixels in the binary image. 
 Other methods such as described in  [8] determine cracks 
numerically based on the premise that cracks are both 
concave and saddle points.  In [9] the black pixels are 
extracted by incrementing a minimum grey level for the 
entire image and thresholding all pixels above that value.  
A method described in [10, 11] uses a global threshold for 
the image after it has been normalised.  The threshold is 
calculated with a lookup table style based on mean and 
standard deviation of the entire image.  The data was 
processed by hand. 
 Some other methods are used only to determine if an 
image has a defect for use in real time data collection 
systems. In [12] the entire image was used as an input to a 
pulse coded neural network.  The output is a barcode in 
time where the spikes represent brightness and proximity.  
The barcode is then used as the input into another pulse 

A Neural Network based Technique for Automatic Classification of 
Road Cracks 

Justin Bray, Brijesh Verma, Xue Li, and Wade He 

T 

0-7803-9490-9/06/$20.00/©2006 IEEE

2006 International Joint Conference on Neural Networks
Sheraton Vancouver Wall Centre Hotel, Vancouver, BC, Canada
July 16-21, 2006

1886



 
 

 

code neural network to determine whether image has a 
defect of not.   
 In some thresholding situations pixels are checked for 
their connectivity or proximity to other pixels.  In this way 
noise from the thresholding can be eliminated.  These 
algorithms occur in [2, 8, 13]. 
 In [8] the cracks are hypothesises as both concave and 
saddle points of an image in greyscale.  Second derivatives 
are chosen to select points in the image which are locally 
concave. Pixels are then given a threshold to convert to 
binary.  Scale of success is not reported.  
 In some algorithms prior knowledge of the surface 
texture of sample data from other statistical information is 
needed which inhibits the development if real images are 
not available.  The human eye can perceive a crack in an 
image with no prior knowledge or additional information 
other than that contained within a single image.  The 
method in [13] claim their method has this characteristic. 
 In [14] the idea of using wavelets to detect cracks is 
presented.  It uses wavelet coefficients to detect and isolate 
the cracks from the image.  Wavelets present an opportunity 
to use both amplitude and proximity/frequency together 
which are the characteristics of cracks.  They are darker in 
amplitude and are close together.  The images are not 
adjusted for uniform brightness and it represents one feature 
that should be included before isolation and detection can be 
performed. 
 Thresholding based on means and averages tend rely on 
data already obtained and matching the results to fit.  The 
Wavelet approach deserves attention because of its ability to 
perform a type of analysis that performs both magnitude 
and frequency simultaneously.  This is ideal for crack 
detection where a crack is defined as darker pixels against 
the background that are in close proximity to each other. 
The methods of variable thresholding by non-wavelet 
methods tends to produce various isolated pixels and islands 
that require further processing to remove.  The wavelet 
function would denote an isolated dark pixel with a low 
wavelet coefficient and hence becomes filtered 
automatically.  An added benefit is that when the images 
are saved they are compressed by a ratio of (CR) 50:1 [14] 
with noise removed.  Noise reduction and image 
compression are simultaneously achieved.  Preliminary 
experiments presented in [14] also show the wavelet 
transform coefficient calculations to be extremely fast. 
 Artificial Life (AL) algorithms can also be used in image 
segmentation [15].  This uses a bottom-up approach which 
searches for artificial structures within the image.  The 
authors report the method has strong effect on noise 
removal, oil stain elimination and dark spots.  Images are 
normalised differently by including a bottom-hat algorithm.  
AL has been used in image segmentation before but this is 

the first reported article that uses AL for pavement distress 
segmentation.  

This paper investigates ways to filter defect and no defect 
images as well as segmentation and type classification 
afterwards. 

III. PROPOSED TECHNIQUE 

An overview of the proposed technique for crack 
detection and classification is presented in Fig 1.  Two 
hierarchical neural networks are used, first one for finding 
defect/no-defect images and second one for the type of 
defect. Density and histogram features have been extracted 
from the segmented images and fed to a neural network to 
exclude/remove images from the database with no cracks 
(no defects). All images with cracks are passed to another 
neural network which aims to find the type of defect.   

 

 
Fig. 1.  Proposed Technique. 

IV. EXPERIMENTAL RESULTS 

 This section deals with the experiments using various 
existing and proposed methods of segmentation as well as 
initial tests of the defect/no defect classifier and type of 
defect classifier. 

A. Experiments with  a Tile Image Generation  

 The first trials were performed on a rough image that 
includes dark shading. It includes dark cracks and a 
brightness gradient.  This presents a difficult image to 
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process.  Also an artificial image is generated to perform 
similar tests on.  The first experiments were performed 
without normalisation of the brightness.   The images were 
processed with a 5x5 median filter as in [1] to reduce the 
noise.  The resulting images are then processed using 
variable thresholds for each of the tiles.  Each tile was 
chosen to be 40 x 40 pixels as in [1].  This results in the 
following crack tile images: 
 

 
 It can be seen that the images are of poor quality and that 
these affect the way the image thresholding results.  It is 
somewhat effective in that the areas where cracking appears 
are detected but isolation and other noise produces negative 
results.   
 The same thresholding technique is then done again but 
this time a normalisation is used.  This method of 
normalisation is to blur the image with a 4x4 average filter 
to obtain an approximate gradient.  Then a scale factor is 
used. 

( , ) ( , ) ( , )norm i j orig i j k i j= × ( , )
( , )

mean
k i j

ave i j
=  

The mean is the mean grey value of the entire image. The 
results here are thresholding after the normalisation but 
without median filtering.   
 When applying the median filter to the new images the 
apparent threshold was too high resulting in many of the 
crack pixels being removed when the standard parameters 
were used.  This indicates that the pictures were not 
consistent with the pavement images used.   
 It is therefore important that the images are of good 
quality with good light conditions to make the job of 
thresholding using this method effective. 

B. Experiments with Wavelets 
 Another method of segmentation is to use wavelets.  
Some experimental results used these images for 
processing.  The Images were analysed with a Daubechies 
wavelet with an order of 2.  These are then decomposed into 
three levels HLk, LHk and HHk which relate to the details in 
the horizontal, vertical and diagonal directions respectively.  
Three levels of analysis are used.  First the normalised 
image of the road crack is analysed. As can be seen the 
white pixels represent wavelet coefficients that are large and 
the dark background represents small wavelet coefficients.  

Each row represents the level of analysis for k=1, 2 and 3.  
The first column is approximations in each level and the 
second, third and fourth columns represent the horizontal, 
vertical and diagonal coefficients.  The distresses are 
typically high frequency components and appear as high-
amplitude wavelet coefficients (WCs).  The noise is 
typically low amplitude WCs in the high frequency sub 
bands of HL, LH and HH.  The background appears in the 
low frequency sub band of LL3.  LL0 is the original image 
and LL is the approximations as seen in column 1. 
 
The original image can be seen with the same analysis here: 
 

 
 
The synthetic image can be seen here: 

 
 
These results here are only the calculation of the 
coefficients.  A thresholding technique is then applied by 
eliminating the low value coefficients.  The pixels are 
binarised similar to the previous methods by thresholding 
the coefficients in the high-frequency sub band that are 
above a predetermined level.  This level is determined 
experimentally but should provide an easier method for 
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determining this value.  The value of this threshold should 
be investigated as this could be fixed or a percentage of the 
maximum level.   
Where 

1
1

1

1    ( , )

0   ( , )
H if HL i j Cth

D
if HL i j Cth

≥�
= � <�

 

represents the threshold level for the horizontal direction.  
This is also done for vertical and diagonal directions 
resulting in three binary images. These were then 
normalised to between 0 and 1.  These are then combined to 
form the complete image with a chosen threshold of 0.75.  
Combining the three images using the normalised crack, 
raw crack and synthetic gives the following results: 

 
 
 
 
 

 The synthetic image was made of small background tiles.  
A pure black line was drawn onto the image.   Experimental 
results show that the tile pattern produced periodic glitches 
that were detected in the wavelet.  Their periodic nature 
caused them to be detected and as such synthetic images 
may cause problems. 
 While the true segmentation of the cracks was not 
achieved to a very high extent, the wavelet tools can be used 
to detect whether images do or don’t have a distress.  The 
authors of [14] suggest a method of computing a Unified 
Crack Index using the high-amplitude wavelet coefficient 
percentage (HAWCP) and the high-frequency energy 
percentage (HFEP) in either singular of combined indices to 
detect a level of distress.  Their claim is 100% success with 
the techniques that only detect distress. Classification 
success was not reported. The HAWCP is the maximum of 
the sums of the binarised coefficients in each sub band, 
normalised by the total number of pixels in each sub band 
for the first level.  The HFEP is the defined as the energy of 
the high-frequency details over the total energy of an image.  
Both the HAWCP and the HFEP range form 0 to 1.  
Another parameter the pavement distress quantification 
(PDQ) is found by PDQ = HAWCP * HFEP which also 
ranges from 0 to 1.  Experiments using the PDQ have not 
been conducted. 

C. Experiments with Neural Networks 

 The proposed technique uses neural network as a 
classifier. In this experiment a neural classifier is trained 
with a resilient back propagation (RP) algorithm. Each 
layer is fully connected and uses logarithmic sigmoid 
transfer function for each layer.  Initial experiments using 
every pixel as an input failed to converge to the desired 
goal.  As such the training data was inconclusive and 
testing data would prove useless.   
 The further experiments used the vertical and horizontal 
densities.  This was computed by calculating the average 

grey value of a row/column and then tabulating a histogram 
of these average grey values.  The histograms were then 
normalised by dividing each histogram value by the 
maximum value of the largest histogram value.  The neural 
network was set to have two outputs, [y1 y2] where [0 1] 
and [1 0] represent no-defect and defect respectively.  The 
classification of the test images output was determined by 
whether y1 > y2 and no thresholds were used. The results 
are presented below: 
 There are 25 images with defects and 25 without. Each 
image is 366 x 300 pixels in size.    
Vertical/ horizontal density feature vector: 

Learning rate = 1e-3 
Momentum = 1e-3 
Goal = 0 

Min gradient = 0 
Inputs = 512 (2 x 256) 
 

 
TABLE I 

RESULTS USING VERTICAL/HORIZONTAL DENSITY FEATURE VECTOR 
 

Training Set 
Classification Rate 

[%] 

Test Set 
Classification Rate 

[%] 

# 
of

 H
id

de
n 

U
ni

ts
 

# 
of

 E
po

ch
s 

Defect No 
Defect 

Defect No 
Defect  

6 100 100 100 78 74 
6 1000 100 100 68 60 
12 100 100 100 68 70 
12 1000 100 100 76 70 
24 100 100 100 66 78 
24 1000 100 100 48 78 
36 100 100 100 56 76 
36 1000 100 100 38 84 

 
Histogram feature vector: 

Learning rate = 1e-2 
Momentum = 1e-2 
Goal = 0 

Min gradient = 0 
Inputs = 256 

 
TABLE II 

RESULTS USING HISTOGRAM FEATURE VECTOR 
 

Training Set 
Classification Rate 

[%] 

Test Set 
Classification Rate 

[%] 

# 
of

 H
id

de
n 

U
ni

ts
 

# 
of

 E
po

ch
s 

Defect No 
Defect 

Defect No 
Defect  

6 1000 100 100 100 82 
6 10000 100 100 100 76 

12 1000 100 100 100 80 
12 10000 100 100 100 76 
24 1000 100 100 100 80 
24 10000 100 100 100 80 
36 1000 100 100 100 80 
36 10000 100 100 100 80 

 
Subsequent tests were performed using the histogram input 
features to classify cracks in to alligator, block, vertical and 
horizontal types into their respective outputs [y1 y2 y3 y4].  
For example, [0 1 0 0] would represent block type.  The 
output is classified by the max(y1,y2,y3,y4).  Ten images of 
each type of defect were used for training and testing. 
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Histogram feature vector: 
Learning rate = 1e-2 
Momentum = 1e-2 
Goal = 0 

Min gradient = 0 
Inputs = 256 

 
TABLE III 

RESULTS USING HISTOGRAM FEATURE VECTOR 

Training Set 
Classification Rate [%] 

Test Set 
Classification Rate [%] 
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 6 10e5 100 80 70 80 40 20 70 50 
 6 10e6 100 100 70 70 30 50 30 10 
12 10e5 100 100 100 90 40 50 60 10 
12 10e6 100 100 100 90 30 50 60 20 
24 10e5 100 90 100 90 40 30 80 20 
24 10e6 100 80 90 100 40 60 50 10 
36 10e5 100 80 100 90 30 60 70 30 
36 10e6 100 100 100 100 30 50 20 60 

 

V. DISCUSSION AND ANALYSIS OF RESULTS 

 The results of the local thresholding technique on tile 
images show promise but with the images used the method 
showed its limitation.  Lots of isolated pixels were 
generated.  The lighting conditions also influenced the 
results.  This method alone achieved somewhat reasonable 
results but would not be considered good.  
 The wavelet methods presented are not well documented 
in the literature on crack detection.  This method alone is 
below average but shows promise in the detection of the 
peak cracks.  It could be used to determine the local 
thresholds and combined with the tile thresholding 
technique.  The artificial image generated noise in the 
image due to the repetitive nature of the image.  Although 
true images may not produce these results it is interesting to 
note. 
 The proposed method performed well with artificial 
images. The results of the vertical and horizontal density 
input achieved around 100% classification rate.  The 
detection of images that had defect was higher overall.  This 
may be attributed to the common background that was used.  
The images that were detected incorrectly were consistent 
over the range of hidden units.  These were images with a 
lighter background or the method used to generate the 
artificial images.  Overall this method is promising and 
further analysis is required when real images are obtained. 
 The results of using the histogram of defect images as 
input to the neural network for the defect type classification 
produced poor results. The defect type classification results 
are being analysed for finding cause of poor performance.   

VI. CONCLUSIONS 

 We have presented a neural network based technique to 
classify images with cracks and without cracks. 

Segmentation presents a difficult problem to the detection of 
cracks.  As seen by the results a single statistical method on 
its own is not capable of producing a robust repetitive result.  
Possible solutions are to combine these methods to produce 
a means of isolating crack pixels.  A wavelet based 
approach can detect the peaks in the images which 
represent the cracks.  While noise is still apparent this could 
be combined with the local thresholding in the vicinity of 
the peaks and repeated.   
 The proposed neural network based technique has been 
tested with various artificial images with cracks and no-
cracks. Some promising results such as 100% classification 
rate (images with cracks) and 82% classification rate 
(images without cracks) have been obtained. The results 
confirm that the proposed approach is an appropriate tool 
for crack detection. However, the approach didn’t perform 
well on defect type classification. Poor results were obtained 
with the histogram input for the classification of defect type. 
 In our future work, more experiments will be conducted 
and the second part (defect type classification) of the 
proposed approach will be tested by incorporating and 
combining feature extraction techniques other than 
histogram which did not perform well. The experiments 
with neural networks in conjunction with wavelet and 
artificial life techniques were not conducted as yet. Their 
true success at filtering and segmentation techniques over a 
broad range of images will be of interest as very little 
published literature exists within these fields. 
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