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Abstract— The volatility of crude oil market and its chain 
effects to the world economy augmented the interest and fear of 
individuals, public and private sectors. Previous statistical and 
econometric techniques used for prediction, offer good results 
when dealing with linear data. Nevertheless, crude oil price 
series deal with high nonlinearity and irregular events. The 
continuous usage of statistical and econometric techniques for 
crude oil price prediction might demonstrate demotions to the 
prediction performance.  Machine Learning and 
Computational Intelligence approach through combination of 
historical quantitative data with qualitative data from experts’ 
view and news is a remedy proposed to predict this. This paper 
will discuss the first part of the research, focusing on to (i) the 
development of Hierarchical Conceptual (HC) model and (ii) 
the development of Artificial Neural Networks-Quantitative 
(ANN-Q) model.  
 

I. INTRODUCTION 

Due to strong chain effects owned by this crude oil 
market, any changes in the factors involved will have 
exclusive impact to the price. Furthermore, the crude oil 
price contributes over 50% on the average price of 
petroleum and it is one of the most used commodities around 
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the globe. Therefore, every increment and decrement that 
occurs to the crude oil price will then also give impact to the 
price of petroleum and later correspond to the global 
economy. A good prediction tool is crucial to be developed 
for this matter. From [1], it is proved that among the main 
factors affect the volatility of the crude oil price are the 
demand and supply of the oil, population, political climates 
and also economical aspects. In [1], a survey is given to a 
large geographical dispersed of experts to impose their 
common responses on future changes of oil prices and 
related economic variables. This forecast survey was done 
through series of questionnaires and intended to tailor the 
California Energy Commission’s 20 years of planning 
period. Moreover, the variable used for this forecast is the 
average price of internationally traded oil, West Texas 
Intermediate (WTI). In this survey, experts are considered to 
forecast and rank various aspects of the crude oil price 
changes by High, Most likely and Low based on the factors 
provided in the questionnaires.  

In this paper, we will discuss the research background and 
its literature review in section II, problems identified from 
earlier research in section III and the research methodology 
used in section IV. Later, the simulation study and its 
empirical result will be discussed in section V and VI. 
Finally, section VII will discuss on the conclusion and the 
possible future works for the study. 

 

II. RESEARCH BACKGROUND 
Crude oil price market prediction is known for its 

obscurity and complexity.  Due to its high vacillation degree, 
unpredictable irregularity events, and the complex 
correlations involved between the factors in the market, it is 
indeed difficult to predict the movements of the crude oil 
price. E. Panas et. al [2] mentioned that crude oil market has 
strong evidence of chaos and develops as one of the most 
volatile market in the world.  Corresponding to that, there 
are few numbers of research conducted for crude oil price 
prediction. Among the research model used are single 
statistical and econometric model, single Artificial 
Intelligence (AI) model and the hybrid.  

Formerly, Generalized Autoregressive Conditional 
Heteroskedasticity (GARCH) model and Naive Random 
Walk were among the statistical and econometric model 
used to predict the crude oil price. Research [3] successfully 
utilised a probabilistic model to predict the oil price. The 
research was conducted based on a case study about the 
probabilistic inheritance of Belief Network (BN) models. 
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THE drastic increment of global crude oil market in July
2008 had indeed affects the economy around the globe.
Started with USD$69.00 per barrel in April, 2006 and rising
up to 50% increment of USD$134.00 per barrel in July,
2008, this phenomenon had then gave an exclusive
economic impact to the oil importing and exporting
countries. In addition, crude oil products are one of the
world’s major commodities with high volatility level. They
are traded in New York Mercantile Exchange (NYMEX)
market together with other energy and mineral commodities.
Simultaneously, the volatility of this crude oil price is
depending on demand and supply of the commodity, level of
inventories, economic indicators and finally, the population
of the world.  
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The models are used to forecast crude oil price and then 
produce a probabilistic prediction for it [4]. The probabilistic 
prediction is actually generated by running Monte Carlo 
analyses on annual WTI average prices. For the purpose of 
simulation experiment in [4], the analysis done in this study 
is based on two assumptions of the timing when Iraq’s return 
to the market and the impact of oil exports from the Former 
Soviet Union. Three variables input are then used to define 
the scenarios; the probabilities of embargo ends, total 
demand and other world productions. The result from the 
simulation were robust and consistent with the annual 
average prices are almost certain in between USD$15.00 to 
USD$25.00 per barrel. There was only 0.75% out of the total 
scenarios, predicted price over the range. 

Other statistical model predictions made for crude oil 
price is by C. Morana [5]. This research used semi 
parametric approach suggested in [6] for short-term oil price 
prediction. It also used GARCH to employ oil price changes 
to predict the oil price distribution over short-term horizon. 
The approach used one-month-ahead daily Brent oil price 
which emphasised on periods with the high uncertainty 
(November 21, 1998 to January 21, 1999). Furthermore, the 
analysis of the forecasting is based on the last two months of 
the available data and according to the analysis the result 
was strayed from the actual. This is most likely linked to the 
widening of the forecast confidence interval. Nevertheless, 
the study offers improvement from [6]. 

Next statistical model used for predicting the crude oil 
market is by [7] where they predict monthly WTI spot price 
using relative inventories. This study used Relative Stock 
Model (RSTK) as the basis to predict the price by comparing 
two other alternative models; Naïve Autoregressive (NAIV) 
forecast model and Modified Alternative (MALT) model. 
The only variable they used in this research is the petroleum 
inventories because of its independent practicality and it is 
readily available every month. RSTK model shows the best 
performance for both in and out of sample forecast 
compared to the other two models. It is also being used by 
the Energy Information Administration (EIA) with among 
other models to investigate the future market disruptions that 
derived from changes in demand and production. 

Nowadays, AI models are among the popular tools to 
be used for prediction. As an alternative tool to statistical 
and econometric models, AI offers recognition ability on 
complex patterns and also on providing intelligent reasoning 
and intelligent decision-making based on data. Among the 
single AI models used for predicting the crude oil price is 
Support Vector Machine (SVM) in [8] where for the task of 
time-series prediction, this research focused only on Support 
Vector Regression (SVR) model. In this study, they used 
monthly WTI price ranging from January, 1970 to 
December, 2003 as the only independent variable. There was 
no normalisation process involved in the investigation as to 
make it simple and moreover, SVM is resistant to noise. 
This model is evaluated with other two models; Auto-
Regressive Integrated Moving Average (ARIMA) and 
Backpropogation Neural Networks (BPNN). The evaluation 
shows that SVR outperformed the other two mentioned.  
However, the authors do admitted that BPNN was also 

outperformed in some of the sub-periods evaluated and has 
the capability of capturing the nonlinear dynamics of crude 
oil price.  

Although both statistical and AI models performed well in 
their individual approach, there are still some scarceness and 
limitations that can be improved for a better performance 
tool. Later, hybrid models are introduced to treat these 
nuisances. Study [9] acquainted TEI@I methodology to 
hybrid four models for the prediction. Based on the idea of 
combining Text Mining, Econometrics, Intelligence 
(intelligent algorithm) components and integrating (@) of 
the mentioned, this study integrates Web-based Text Mining 
(WTM), Auto-Regressive Integrated Moving Average 
(ARIMA), Artificial Neural Network (ANN), and Rules-
based Expert System (RES) to predict the price. The 
dynamic movements of crude oil price market are also due to 
related irregular events that occurred unexpectedly. 
Therefore, ARIMA and ANN are used to handle the linear 
and nonlinear components respectively in crude oil price 
while WTM and RES as the news or irregular events 
retriever. Later, these four models are integrated with 
Nonlinear Integrated Forecasting approach based on BPNN 
training where it makes the sum of squared errors minimal. 
By using monthly WTI price together with the online news 
as the training data, this approach performed very well in 
predicting the crude oil price. 

Another hybrid models related to crude oil price 
forecasting is [10], a rough-set refined text mining approach 
where text mining and rough-set are combined to produce 
useful knowledge that can be used to configure and predict 
the tendency of crude oil market. The advantage of this 
approach is that it can consider both the quantitative and the 
qualitative factors. The model input variables used are all 
possible events that affecting the crude oil market. These 
events are extracted via internet and internal file system 
using the rough-set refined text mining approach. Other than 
that, world oil demand and supply, crude oil production and 
crude oil stock level are selected as the input variables and 
monthly WTI price as the output variable used. Nonetheless, 
this approach has demonstrated a promising tool for 
predicting the movement of crude oil market where it 
outperformed the other models in the evaluation process. 

Finally, research [11] integrates Empirical Mode 
Decomposition (EMD) with Feed-forward Neural Network 
(FNN) and Adaptive Linear Neural Network (ALNN); 
EMD-FNN-ALNN to formulate an ensemble output for the 
original crude oil price series. This study used daily WTI 
and Brent oil price ranging from January, 1986 to 
September, 2003, excluding public holidays. From the 
experiment evaluation, we can conclude that this method 
offers an alternative prediction tool to crude oil price 
forecasting. It also proved that the decomposition and 
ensemble techniques used in EMD (Decomposition)-FNN 
(Prediction)-ALNN (Ensemble) had improved the 
limitations carried by other previous single models. Details 
of this approach can be referred in [11]. 

 Next, section III we will discuss on the problems 
encountered from the investigation made from the previous 
research. 



 
 

 

 

III. PROBLEM STATEMENT 
There are five main problems identified based on 

investigations made on previous research. Firstly, data used 
in the previous predictions are majority employed from WTI 
or Brent crude oil price without taking into consideration 
other inputs that are involved together in the market. The 
crude oil price market volatiles from the contributions made 
by other factors surround it and neglecting these factors will 
demote the capability of a prediction tool. A good prediction 
is the one that can comprehends and correlates between 
factors, sparks information on the trend and finally, predict it 
accurately.  

Secondly, there are scarce numbers of research that 
implement the verification and validation technique on the 
main factors involving in the fluctuation. Besides the global 
crude oil price, other popular factors that being used in 
previous research are demand and supply. Although, demand 
and supply of oil plays vital role to the market volatility, the 
use of these observations only is not enough to 
comprehensively render the information offered by the trend. 
There are also other factors that contributed to the trend and 
gave impact to the price. Therefore, by embracing 
appropriate key factors and later correlate them will help to 
achieve a thorough and comprehensive prediction for the 
market.  

Thirdly, time-series data are mainly used for prediction. 
Nevertheless, data pre-processing and data representation 
process are made absent in some of the previous research. 
These two processes are important to cleanse and reduce 
errors and noises in data set and uniform it. Later, these will 
help to organise the process of prediction, make it more 
systematic and finally, generates more stable result. Without 
these processes, the prediction tool will be less reliable.  

Fourthly, the crude oil price movement was the popular 
topic studied previously and not the crude oil price itself. 
Predicting the movement of the price only is not sufficient to 
characterise the market where else, crisp prediction will 
offer far more persona. A prediction on the movement 
together with the price itself will tender more usable, 
discrete and practical implementation to the real world 
problem.  

Sincerely, the practicability of the previous study is still 
dubious as the crude oil market itself is chaotic. Still, there 
are opportunities for improvement in the future as the 
advancement of our world technology is rapid. 

In section IV, we will discuss further the methodology 
used for our research by explaining the models involved in 
sub-section (A) and (B). 

 

IV. RESEARCH METHODOLOGY 
The vacillation of the crude oil market is dependable on 

factors that contribute to the environment. Consequently, 
every change in either one of the key factors will give direct 
impact on the market. Hence, selecting the appropriate key 
factors that contribute to this volatility is crucial. Based on 

discussion in II and III, common factors used as variables in 
prediction are almost similar by most of the studies. 
Concurrently, there are other important factors that should 
not be neglected as they also have their analogous influence 
to the market like the demand and supply. Nevertheless, 
understanding about the market is a vital aspect to gain 
before we can predict the price. One of the ways to 
understand the market is by verifying the appropriate 
information. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

             
 

                                                     
 

Fig. 1. Machine Learning Approach for Crude Oil Price Prediction: The 
Overall Research Methodology 

 
Generally, this research use machine learning and 

computational intelligence approach to integrate the 
historical quantitative data derived from various key factors 
affecting the price, together with the qualitative data 
composed from experts’ views and news to predict crude oil 
price for long and short term period. In this paper, we will 
only discuss on the first part of the methodology where we 
emphasised on the development of Hierarchical Conceptual 
model and also the Quantitative model for long-term 
prediction in section (A) and (B) respectively. The overall 
methodology for this research is as represented in Fig.1. 

A. Hierarchical Conceptual (HC) Model 
In developing a prediction model, factors related to the 

price fluctuations are first need to be verified and validated 
to ensure the appropriateness and the relevancy of factors to 
be used. Hence, Hierarchical Conceptual (HC) model is 
developed to fulfil this purpose. To understand the 
vacillation of the crude oil price, key factors that reflected to 
this situation are first retrieved from the online news. Online 
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news is a great source of information as it stores current 
information which contains rules that represent the key 
factors involved.  

Simultaneously, text mining approach is applied together 
with Google News to mine the news online. Information 
regarding on the knowledge and rules of the market are then 
verified and stored in database according to its quantitative 
or qualitative features. A total of 22 numbers of quantitative 
factors were discovered from this model and used as the 
input variables compositing sub-factors of supply, demand, 
inventory, economy, population and inclusive of WTI price 
as the output variable. These quantitative key factors are 
presented in Table I. 

 
TABLE I 

THE QUANTITATIVE KEY FACTORS INFLUENCING CRUDE OIL PRICE 

Variables Factors 

ST Supply 
Sa1 Productions of OPEC countries 
Sa2 Productions of Non-OPEC countries 
Sb1 Proved reserves of OPEC countries 
Sb2 Proved reserves of OECD countries 
Sc1 Number of well drilled 
  
DT Demand 
Da1 Consumption of OECD countries 
Da2 Consumption of China 
Da3 Consumption of India 
  
IT Inventory 
Ia1 Ending stocks of OECD countries 
Ia2 Ending stocks of US 
Ib1 US petroleum imports from OPEC countries 
Ib2 US petroleum imports from Non-OPEC countries 
Ic1 US crude oil imports from OPEC countries 
Ic2 US crude oil imports from Non-OPEC countries 

  
ET Economy 
Ea1 Foreign Exchange of GBP/USD 
Ea2 Foreign Exchange of Yen/USD 
Ea3 Foreign Exchange of Euro/USD 
Eb1 US Growth Domestic Products (GDP) 
Ec1 US Inflation rate 
Ed1 US Consumer Price Index (CPI) 
  
PT Population 
Pa1 Population of developed countries 
Pa2 Population of less developed countries 

WTI West Texas Intermediate price 

OPEC: Organisation of the Petroleum Exporting Countries 
OECD: Organisation for Economic Co-operation and Development 

There are three stages involved to retrieve the key factors; (i) 
data classification, (ii) information retrieval and (iii) feature 
extraction.  

(i) Data Classification  
Data from monthly WTI price are first being classified 

into three classes. This classification is made based on the 
turning points that are represented by the price trend. The 
three classes are; (a) Large Impact class (more than 30% 
variance between turning points), (b) Medium Impact class 
(20-30% variance) and (c) Small Impact class (less than 10% 
variance). Consequently, only Large Impact class is used for 
the simulation study. Its high percentage of variance is 
significant and sufficient to comprehend the big picture of 

the events that might occur. Later, the months and dates in 
this class are used as a reference to mine the relevant news 
online.  

(ii) Information Retrieval 
Next, we retrieved the information that correspond to the 

contributing factors in this level. Research [12] retrieved 
information from stock market and used text mining to mine 
the news and analyse the correlations. In this research, text 
mining is also applied with Google News to retrieve the 
information. Google News is capable on rendering the 
results in specific timelines or date and this is very helpful. 
Nevertheless, proper selection of keywords for the news 
mining is essential to return definite and relevant news. As 
we are trying to understand the market and to retrieve 
relevant information regarding to it, ‘Crude oil: price’ is the 
keyword used to mine the definite news.  

(iii) Feature and Rules Extraction 
Afterwards, features related to crude oil market are 

extracted and analysed from the monthly news retrieved. 
The process of extracting the features from the news was 
done manually. Nonetheless, these extracted features helped 
us to understand the market. As mentioned, news is very 
useful information as it offers knowledge that contains rules. 
From the feature extracted, rules are collected and stored in a 
database to be used in the next model.  

From these three processes, the key factors to crude oil 
market are discovered, verified and presented in Table 1. 
These key factors are then used as the input variables in 
subsection (B). 

B. Artificial Neural Networks- Quantitative (ANN-Q) 
Model 
ANN has gained much attention for its computational 

intelligence approach and its capability to make prediction. 
It is popular for capable on modelling the nonlinearity, 
which results to a class of general function approximators 
[13]. The development of this ANN-Q model is based on a 
process development suggested by [14] and presented as at 
Fig. 2. There are three steps of development for this model; 
(i) objective determination, (ii) data pre-processing and (iii) 
ANN modelling. 

(i) Objective Determination 
 The objectives are determined to focus on developing a 
suitable and an accurate prediction tool for the crude oil 
market and predict its price for every barrel of crude oil in 
US Dollar (USD). USD is used as a standard price in 
NYMEX where WTI is traded. Moreover at this phase, we 
determined and analysed the selection of inputs and output 
to be used in the prediction so to find the fittest and right 
observations for the prediction. Nonetheless, it is important 
to ensure ANN capable of learning the connections between 
inputs effectively so to successfully achieve the final 
objective of the model. The networks’ performance will be 
demoted if the selection of input and output of variables are 
not carefully selected. Simultaneously, the selection of input 
and output is a process of development and errors in 
mapping the correct input and output will make the 
prediction tool be less reliable [15].  
 



 
 

 

      

     
 
 

 

     

          
 

 
 

Fig 2. Artificial Neural Networks (ANN) Development Process 
 Based on information retrieved from HC model in (A), 
data collected and used for this model are 25 years of 
monthly quantitative data ranging from January, 1984 to 
February, 2009 sourced from Energy Information 
Administration (EIA), International Energy Agency (IEA), 
Economagic, World Energy, Population Reference Buraeu, 
World Bank and Source OECD. These data will be 
processed in the next phase to verify its fitting in the 
prediction model. 

(ii) Data Pre-processing 
 All selected data in this phase are given extensive 
deliberation to ensure the cleanliness of data from noises and 
errors before further transformation into data representation 
stage. Furthermore, [16] suggests to collect data from 
reliable and premiere source, determine the series of time in 
specific range of date and have full cleansing on all data. 
These are to ensure no missing or inappropriate value of data 
present so to achieve fitter sets of data for the prediction. In 
this research, data used for training are time-series data and 
normalised data. Both of these types of data will be tested 
against each other to determine the best training model. The 
normalised data were represented with One-Step Returns 
function in equation (1), 
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where Rn is the monthly returns value for input number n 
with x and xn-1denotes the input and past month observation 
respectively.  

(iii) ANN Modelling 
 In this study, we used BPNN for training the input 
variables. Detail on BPNN can be referred to [17]. The 
networks can capture relatively complex environment as it 
contains multiple layers of interacting nonlinear neurons 
[11]. Nevertheless, the networks are composed by historical 
observations with assigned weight values for input and the 
future values as the output. The sample architecture for this 
network is as described in Fig. 3.   
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. . . . 

                         
 
 
 
 
 
 
 
 

Fig. 3. The Sample Architecture of ANN for Prediction  
Fig. 3 above shows the sample process in ANN where, the 

numbers of input and output variables selected are in parallel 
with the number of input and output layer in ANN. Selecting 
the right and appropriate numbers for hidden layers is 
important and its capability of reasoning will fail if extensive 
numbers of hidden layers are used in the model. In addition, 
the ideal technique for assigning the hidden layers can be 
obtained by referring to [18]. In this research, we used trial 
and error as our assigning method. We assigned 3, 4 and 5 
layers to our networks as to make it simpler and more focus. 
Later, we test them individually to find the best fitting. This 
systematic process will ensure the accurateness of the final 
outcome and will validate the process we made in HC 
model. 

Next, a simulation study is executed to validate the 
process done in (A) and (B). 

 

V. SIMULATION STUDY 
The ANN-Q model is composed by two modules; learning 

module and predicting module. In this section, we describe 
the data applied in this study together with discussion on 
both of the modules mentioned above. In this section, we 
also discuss on the evaluation metrics used to validate the 
performance and finally, evaluate the result from the 
simulation.  

(i) Data Description 
Input variables used in this simulation are the monthly 

historical data derived from quantitative key factors as 
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described in Table I with, monthly WTI price data used as 
the output. This 25 years duration of data is ranging from 
January, 1984 to February, 2009 compositing of 302 sets of 
data, 23 numbers of attributes and 6,946 observations. 
Additionally, these data are first derived from 1,100 online 
news mentioned in HC model. A value of 80% from total 
observation is used as training and the remaining as testing 
in learning module. Moreover, 20% of data are also used in 
predicting module as the input. 

(ii) Learning Module 
In learning module, data are represented in two types, 

One-step Returns function and time-series data itself. They 
are trained individually with the set of 3, 4 and 5 hidden 
layers, chosen by trial and error method. These sets of data 
are also trained with 8 different sets of input variables (refer 
to Table II) in the rationale of finding the smallest absolute 
error that will reflect the best correlation of inputs. This 
process is also in addition, to validate the key factors chosen 
in HC model. The inputs for this training are presented in 
Table II. Result from this learning module will be the input 
for predicting module in the next section. 

(iii) Predicting Module 
ANN-Q model learnt the rules from influential events 

occurred through the quantitative data provided in HC 
model. 

 
TABLE II 

THE TRAINING DATA SET FOR LEARNING MODULE 
 
Training 
No.   

Data Selection Exceptional Input 
Data 

No. of 
Input 

1 All data N/A 22 
2 All except IT Ia1,Ia2, Ib1, Ib2, Ic1, Ic2 16 
3 All except ET Ea1, Ea2, Ea3, Eb1, Ec1, 

Ed1 
16 

4 All except PT Pa1, Pa2 20 
5 All except (IT + ET) (Ia1,Ia2, Ib1, Ib2, Ic1, Ic2) 

+ (Ea1, Ea2, Ea3, Eb1, 

Ec1, Ed1) 

10 

6 All except (IT + PT) (Ia1,Ia2, Ib1, Ib2, Ic1, Ic2) 
+ (Pa1, Pa2) 

14 

7 All except (ET + PT) (Ea1, Ea2, Ea3, Eb1, Ec1, 
Ed1) + (Pa1, Pa2) 

14 

8 All except (IT + ET + PT) (Ia1,Ia2, Ib1, Ib2, Ic1, Ic2) 
+ (Ea1, Ea2, Ea3, Eb1, 
Ec1, Ed1) + (Pa1, Pa2) 

8 

IT, ETand PTrefer to Table I 
This learning process in particular helps the model to 

learn and reason every factor provided. Simultaneously, this 
process diagnoses rules contained in the quantitative data 
and delivers their prognosis. The objective of this module is 
to formulate a prediction result based on outputs produced 
from learning module. The example of prediction output for 
the first month; y1 can be equated by (2). 

1 1 11 2 21 .. ..1 1 1( )n my f x w x w x w x w θ= −+ + +          (2) 
In (2),  f ( ) represents the sigmoid function for the first 
month period of prediction where x denotes the input, w and 
� denotes the weight and error (threshold) to the neuron 
respectively. The general equation for crude oil price can be 
represented as in (3) and (4). The denotation of these 
variables can be referred in Table I. 

( )T T T T T
nWTI f S D I E P θ= + + + + −            (3) 

1 2 1 2 1 1 2

1 2 1 2 1 2 1 2 3 1 1 1 1 2

(

)
n a a b b c a a

a a b b c c a a a b c d a a

WTI f S D

I E P θ
+ + + + +

+ + + + + + + + + + +

= +

+ + + −
  (4)                

The prognosis from this prediction is evaluated by three 
evaluation metrics to further validate the process and 
indicate the capability of ANN-Q to predict the crude oil 
price. 

(iii) Performance Evaluation Metric 
Performance evaluation metrics used in this research are 

Root Mean Squared Error (RMSE), Normalised Mean 
Squared Error (NMSE) and Directional Change Statistic 
(Dstat). The value of RMSE and NMSE are calculated by 
(5), (6) and (7). In addition, evaluation on the directional 
movement of predicted to actual data is evaluated by (8). 
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Equation (5), (6) and (7) represents the calculation of NMSE 
and RMSE where N denotes the number of evaluation 

inputs, where y and y denotes the actual and predicted 
output respectively for time t . Concurrently in (8), a and t is 
expressed by, 

111 if ( )( ) 0,  and 0tt t t t ta y y y y a++= − − ≥ = otherwise. Dstat 
is used to evaluate the predicted price movement. This 
performance metric is a good indicator and useful for 
practitioners to hedge their trading risk on crude oil market. 
The empirical result based on this simulation is discussed in 
the next section. 
 

VI. EMPIRICAL RESULT 
In this section, the empirical result from the simulation is 

presented and discussed. To begin, time series and 
normalised data are trained, tested and compared. The best 
result with the smallest absolute error value from this 
learning module will be the input data for prediction. From 
the simulation, we discovered the best learning data were 
derived from normalised data simulated with 5 hidden 
layers. This simulation shares promising 2.2690 of RMSE 
value, 0.00896 for its NMSE and finally, 93.33% for its 
Dstat value. The prediction result for March, 2004 until 
February, 2009 is presented in Fig.4. This figure extensively 
shows narrow span between the actual and predicted price, 
expressing the accurateness of ANN-Q prediction model. 



 
 

 

This accurateness not only implies to the trend but also to its 
discrete price. Therefore, it proves and validates the 
selection of variables chosen for the training. In addition, a 
parallel and positive movement existed between the actual 
price and the predicted price presented in Fig. 4 also 
validates the effectiveness of key factors selected in HC 
model. Furthermore, the figure shows that strong 
correlations existed between the factors. 

 

 
Fig. 4. Crude Oil Price Prediction Result Presented in One-step Returns 

Function Data 
To further evaluate the performance, this study is assessed 

with two others recent hybrid prediction models by using 
RMSE and Dstat. The two models compared are TEI@I 
Nonlinear Integration Forecasting model [10] and EMD-
FNN-ALNN model [12]. Both of these models also used 
BPNN as their training tool. The comparison of these 
evaluation metrics are as at Table III. 

 
TABLE III 

CRUDE OIL PRICE PREDICTION PERFORMANCE EVALUATION 
 

Methodology 
 

RMSE Dstat (%) 

TEI@I Nonlinear Integration model 1.0549 95.83 
EMD-FNN-ALNN model 0.2730 86.99 
ANN-Q model 2.2690 93.33 
   

 
Based on Table III, the RMSE value for EMD-

FNN-ALNN performed the first with 0.2730 followed by 
TEI@I Nonlinear Intergration and ANN-Q ranked the third 
place. The reason ANN-Q having the lowest RMSE in the 
simulation study is because of the normalised data used for 
the training. ANN-Q would perform better than the other 
two models if we are to compare its NMSE value. Based on 
that matter, it will also validate the importance of data pre-
processing mentioned in [16] which was made absent in the 
other two models. According to RMSE value owned by 
EMD-FNN-ALNN, the decomposition and ensemble (or 
‘divide’ and ‘conquer’) techniques used in [11], does support 
its claim as an alternative prediction tool for crude oil 
market. 

Nonetheless, in terms of Dstat comparison, TEI@I 
Nonlinear Integration has outperformed the other two 
models with 95.83% directional accuracy, followed by 
ANN-Q with 93.33% and lastly, EMD-FNN-ALNN with 

86.99%. Even though ANN-Q performed the last for its 
RMSE value, the low RMSE does not necessarily mean that 
there is a high hit rate in predicting the crude oil price 
movement [19]. Hence, Dstat is more practical in reflecting 
the fluctuate trend of the WTI price. However, ANN-Q is 
still a promising prediction tool for crude oil price with only 
2.5% lesser than Dstat winner; TEI@I Nonlinear Integration 
model. Albeit being a single model prediction, ANN-Q 
proved to be competitive and comparable to other prediction 
tools. This shows a positive opportunity for improvement in 
the near future. 
 

VII. CONCLUSION & FUTURE WORK 
In this study, machine learning and computational 

intelligence approach through HC and ANN-Q model is 
applied to predict the monthly WTI crude oil price for every 
barrel in USD. The result obtained from simulation study 
validates the effectiveness of data selection process by HC 
model. HC model successfully extracts a comprehensive list 
of key factors that cause the crude oil price market to 
volatile. The effectiveness and accurateness of data selection 
also helps to extensively deliberate the input variables 
combination for ANN-Q model. Data represented in One-
step Returns function had successfully proved to cleanse and 
uniform the data from errors and noises hence, the crisp 
prediction result. This research is now in its extension level 
to comprehend this quantitative part of prediction with the 
qualitative part mentioned in part IV. This work in progress 
is expected to trigger and show some interesting information 
and trend for this crude oil price and together will result to a 
better prospect for crude oil price prediction in the future. 
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