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Abstract—Wireless Sensor Networks (WSN) are a special kind
of ad-hoc networks that is usually deployed in a monitoring
field in order to detect some physical phenomenon. Due to the
low dependability of individual nodes, small radio coverage and
large areas to be monitored, the organization of nodes in small
clusters is generally used. Moreover, a large number of WSN
nodes is usually deployed in the monitoring area to increase WSN
dependability. Therefore, the best cluster head positioning is a
desirable characteristic in a WSN. In this paper, we propose
a hybrid clustering algorithm based on community detection
in complex networks and traditional K-means clustering tech-
nique: the QK-Means algorithm. Simulation results show that
QK-Means detect communities and sub-communities thus lost
message rate is decreased and WSN coverage is increased.

I. INTRODUCTION

Wireless Sensor Networks (WSN) are composed of small
communicating nodes that contain a sensing unit, wireless
communication module, processor, memory and a power sup-
ply, typically a battery [1], [2]. The set of nodes can be
composed by same sensors or some of them may have special
characteristics, like different kinds of sensors. These nodes are
able to collect data and communicate to each other forming
a network with three main kind of topologies: star (one hop),
mesh (a routing algorithm between nodes is considered) and
cluster-tree (network is divided in clusters) [2].

Some approaches consider a large number of nodes (a dense
network), which are deployed near the phenomenon that needs
to be monitored. The strategy behind the deployment of a large
number of cheap non-reliable nodes has several advantages:
(i) better fault tolerance through distributed operation; (ii)
uniform covering of the monitored environment; (iii) easy
deployment; (iv) reduced energy consumption; and (v) longer
network lifetime.

WSN with cluster-tree topology commonly use a special
sensor node, called cluster head, that collects the data of
each cluster in order to increase coverage and decrease lost
messages. Thus, one problem of these networks is the process
of cluster detection in order to deploy cluster head sensors.
Moreover, when a large number of nodes is used, the con-
nections between these nodes usually create a non-trivial
topology resulting in a complex network. In these networks
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UNESP, São José do Rio Preto, SP, Brazil (email: arpinto@ibilce.unesp.br, )

the clustering process, called community detection, becomes
a more difficult task.

Complex networks is a young scientific field motivated by
observations in real networks. These networks have a non-
trivial topology that is different from regular graphs or random
graphs but usually are observed in real graphs. Very often,
community structures may be observed in these networks.
A community is a subset of nodes with a high number of
connections between them and a few connections between
other nodes. These structures may reveal some information
about the dealing network.

In this paper, we propose a hybrid clustering algorithm
based on community detection in complex networks and
traditional K-means clustering technique, called QK-Means.
This new approach takes advantage of both techniques in
order to detect better clusters and allow a better deployment
of cluster head nodes in large networks. We also propose
a network model to simulate the dynamics in a real WSN
to make possible the comparison of different approaches.
Simulation results show that QK-Means detect communities
and sub-communities and, therefore, the lost message rate is
decreased and WSN coverage is increased.

The remainder of this paper is organized as follows. First,
we present some related works in Section II. Then, in section
III are presented a brief introduction of community detection
in complex networks. In section IV we describe the networks
simulation model and the proposed QK-Means algorithm. In
section V are presented and discussed the results of compar-
isons between our proposed technique and others. Finally, we
enumerate some conclusions and future works in Section VI.

II. RELATED WORKS

Clustering algorithms are necessary to organize large WSN
in clusters in order to decrease the number of lost messages
and increase the network coverage. In this section, we present
some related clustering approaches for WSN.

Linked Cluster Algorithm (LCA) aims the mobility support
of nodes. The main goal of LCA is the formation of a
efficient network topology where CHs are hoped to form a
backbone network. The cluster members can communicate
with this backbone infrastructure while they are moving. LCA
assumes that nodes are synchronized and that a time-based
medium access is used. Finally, the main LCA objective is
the maximization of network connectivity [3].
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Random Competition based Clustering (RCC) also focus on
node mobility and tries to stabilize the formed clusters. RCC
applies the first declaration wins rule, this rule considers that
the first node that claim being a CH will be elected. After
receiving the message of the first node (that is broadcasted)
all neighboring nodes join its respective cluster. The CH
periodically broadcast a claim packet [4].

The Low Energy Adaptive Clustering Hierarchy (Leach)
[5] is one of the most cited approach for WSNs [6]. The
WSN clusters are formed based on the received signal strength
(RSSI) and a cluster-tree topology is formed (CH are used to
route data to the master node). The cluster formation is made
in a distributed way, thus nodes autonomously decide which
cluster they will belong. The nodes decide if they will be a CH
based on a probability p and broadcast its decision, after this
step, all non-CH nodes decide its cluster based on the least
communication energy. After a predetermined period, the CH
are changed in order to save energy and extend WSNs lifetime.

Fast Local Clustering Service (FLOC) is a distributed tech-
nique that tries to form equal-sized cluster with minimum
overlap [7]. The non-CH nodes are classified based on their
proximity to CH into inner (I-band) and outer (o-band). Nodes
classified as I-band will suffer low interference during the
wireless communication with the CH, and o-band nodes may
lose most of their messages due to high interference level.
The I-band membership is preferred in order to increase intra-
cluster traffic.

CLUBS is an approach that form cluster through local
broadcast, cluster are formed with a maximum of two hops.
CLUBS is based on the following assumptions: every node
must be connected to a cluster, the diameter of all clusters
must be the same and the nodes in a cluster must be able to
communicate with each others [8].

GS approach [9] is a clustering technique that self-organizes
the WSN in a cellular hexagon structure. The main idea is to
consider the geographical boundary of clusters, thus the radius
of the circle is a measure for the geometric cluster size.

III. COMMUNITY DETECTION IN COMPLEX NETWORKS

The increasing interest in studying and understanding real
networks is motivated by many science fields. An example
of these networks is social network [10], where people are
represented by nodes and their friendship represented by
connections. The World Wide Web is another example, where
each webpage is represented by a node and its hyperlinks
denoted by edges between nodes [11]. Other examples are
energy transmission [12], neural networks [13] and protein
iteration [14].

An interesting property observed in many real networks is
the modular structure. In these networks, there are a lot of
edges between nodes of the same subgroups and few edges
between nodes from different subgroups. These groups of
vertices, also defined as communities [15], are illustrated in
Figure 2. A real example of network is the World Wide
Web that has many hyperlinks between related web pages
and a few hyperlinks between unrelated web pages. The

understanding of community structure present in complex
networks is interesting to many research fields because it may
reveal important information about the dealing problem.

Fig. 1. Network with three communities represented by dotted line circles.

In order to understand and extract information of real
networks, many algorithms of community detection was de-
veloped. These algorithms are classified as agglomerative
(“bottom-up”) or divisive (“top-down”). Agglomerative algo-
rithms start considering that every node is a community and
merge them forming larger communities. On the other hand,
divisive algorithms detect communities by considering at the
beginning that the whole network as a community and divide
it in smaller communities.

Many techniques have been developed for community de-
tection. A divisive technique calculates minimum path between
all nodes, counts the number that every edge was used (edge
betweenness) and removes the most used ones [16]. Another
method to find communities uses the concept of a Brownian
motion developed in [17] and later extended in [18]. A
Brownian particle measures the distance between two nodes
and it is used to calculate a dissimilarity index. According
to this index, network is decomposed into communities. An
agglomerative algorithm uses a measure called modularity and
merges edges that cause the highest increase of this measure
[19]. Another algorithm places the nodes in a circle and move
them until the nodes form groups along the circle representing
the communities [20].

The agglomerative algorithm proposed by [21] uses the
modularity Q that measures the quality of some network
division. This algorithm maintains three data structures:

1) A matrix containing ∆Qij for each pair i e j of
communities that has at least one edge between them.

2) A max-heap H with the largest elements of each row of
the matrix ∆Qij

3) An array with elements ai with the fraction of ends of
edges that are attached to vertices in community i.

These structures (∆Qij and a array) are initially set accord-
ing to 1 and 2.

∆Qij =

{
1

2m −
kikj
(2m)2 if i, j are connected,

0 otherwise,
(1)

ai =
ki
2m

(2)



where ki is the degree of a vertice vi, i.e., the number of edges
incident with this node and m the total number of connections
(or links, edges) between two different nodes of the network.
After setting the data structures, the process of community
detection is described in the following algorithm:

1: procedure COMMUNITY DETECTION
2: Calculate the initial values of ∆Qij and ai according
3: to 1 and 2 respectively;
4: Put the largest element of each row of the matrix ∆Qij

5: in max-heap;
6: repeat
7: Select the largest ∆Qij from H;
8: Join communities i and j;
9: Update matrix ∆Q, max-heap H and ai;

10: Q← Q+ ∆Qij ;
11: until until only one community remains
12: end procedure

When communities i and j are merged, we label this new
community as j, update every k element of jth row and
column, and remove the ith row and column. To update the
matrix ∆Qij is considered three cases. If community k is
connected to both i and j, then

∆Q′jk = ∆Qik + ∆Qjk (3)

If k is connected to i but not j, then

∆Q′jk = ∆Qik − 2ajak (4)

If k is connected to j but not i, then

∆Q′jk = ∆Qjk − 2aiak (5)

Finally update array a′j = aj + ai and ai = 0. For each
iteration of the algorithm, Q is incremented with the largest:
Q = Q + ∆Qij . The best network division occurs when Q
stops to increase.

IV. CLUSTERING TECHNIQUE

In this section, we present the model used to simulate a
WSN and the clustering technique QK-Means.

A. WSN Simulation Model

The used communication model considers one master node
(base station), CHn cluster head (CH) nodes and Sn slave
nodes. The data collected by slaves is sent to their respective
cluster head nodes that perform the data fusion. All the slave
nodes reach the cluster head using just one hop. After a sensing
slot time window t, cluster head nodes send their messages
to the master node. Slave and cluster head nodes use the
same frequency for wireless communication. We consider that
cluster heads communicate with master node in a different
radio frequency. This difference in radio frequency avoid in-
terference between slave-CH and CH-master communications.

First, the network is built by deploying Sn slaves in the
monitoring area. The slaves covered by the cluster heads

antenna range are connected, forming clusters of slaves. When
a slaves is covered by more than one CHs, this slave will be
connected to all of them. The Figure 2 shows an example
of network. For each simulation iteration time t, slave nodes
generate message with probability λ, store the message on
its buffer and tries to send it to its cluster heads. The wireless
transmission medium is shared with all nodes inside a specific
cluster. Thus, every cluster head can receive just one slave
message by time and the other ones store their messages in
buffer. This behavior was reproduced by choosing a random
slave s of a cluster head ch that has not an empty buffer,
decreasing its buffer (sb) and increasing this CH buffer (chb).
The same behavior was reproduced with cluster heads and
masters. If a slave generates a message and its buffer is full,
then this message is considered lost (LM ). The massage also
is lost when a CH’s buffer is full and a slave send information
to it.

The following simulation parameters were considered in our
model:
• Number of slaves nodes (Sn): A specific number of slave

nodes are deployed in the monitoring area.
• Number of cluster heads nodes (CHn): A number of CH

are deployed in the monitoring area and connected to
slave according to its antenna range.

• Deployment Area: Simulation area size to deploy nodes.
• Cluster head buffer size (CHb): CH’s message storage

capacity.
• Slave buffer size (Sb): Slave’s message storage capacity.
• Simulation time (T ): Number of iteration used as simu-

lation stop criterium.
• Probability of message generation (λ): Every time iter-

ation every slave node has it probability to generate a
message.

• Cluster head antenna radius (CHr): Slaves inside this
coverage are connected to this CH.

• Slave sensor radius (Sr): Slave sensoring coverage ra-
dius. If another slave is inside this coverage, an artificial
edge is created that will be used to detect community.

Fig. 2. An example of WSN where slaves are represented by circles, cluster
heads by triangles and the master by a diamond. The circles with dotted line
show the clusters.

Initially the simulation considers that Sn slave nodes are
deployed in a defined monitoring area. After the slave nodes
deployment, CHn cluster head nodes are deployed in the
midpoint of the clusters found by some clustering algorithms.
Slaves inside CH’s antenna range are linked forming clusters.



After the deployment, the monitoring phase starts. Slave nodes
begin to generate messages, cluster head nodes receive them
and send them to master node. The monitoring phase is
described in the following Algorithm:

1: procedure MONITORING PHASE SIMULATION
2: t← 0;
3: while t < T do
4: for all slaves s do
5: if generated a message with probability λ then
6: if sb < Sb then
7: sb ← sb + 1;
8: else
9: LM ← LM + 1;

10: end if
11: end if
12: end for
13: for all cluster head ch do
14: s← random slave from ch with a non-empty
15: buffer;
16: sb ← sb − 1;
17: if chb < CHb then
18: chb ← chb + 1;
19: else
20: LM ← LM + 1;
21: end if
22: end for
23: for all master do
24: ch← random CH with a non-empty buffer;
25: chb ← chb − 1;
26: end for
27: t← t+ 1
28: end while
29: end procedure

B. QK-Means

Here is proposed a hybrid algorithm to cluster formation
based on two approaches: community detection in complex
networks and the traditional clustering technique k-means.
This new algorithm takes advantage of community detection
approach that is able to find clusters of different shapes and K-
Means that is a good clustering technique for cartesian points.

The proposed algorithm QK-Means can be divided in three
steps: network generation, community detection and find sub-
communities:

1) Network Formation: Considering Sn slave nodes de-
ployed in a defined monitoring area, this step consists in
creating the network according to the distribution of these
slaves. Thus, every slave was considered a node and a link
is created between two nodes vi 6= vj if dij ≤ 2CHr, i.e.,
it is possible to deploy a cluster head between them that will
be connected to both. On the other hand, if dij > 2CHr ∀
vj ∈ V then it is not possible to deploy a cluster head between
the node vi and another node and therefore no edge will be
created. Two examples of networks are illustrated in Figure 3.

2) Community Detection: Once the network was created,
the next step consists in detect communities in this network
using the algorithm based on modularity, described in Section
III.

3) Find Sub-communities: After finding the communities,
it is necessary to break this communities into sub-communities
that a cluster head can deal with. The K-Means algorithm [22],
[23] is used to find these sub-communities. The number of sub-
communities K(Ci) in a community Ci with more than one
element is calculated (Eq. 6) by the division of the community
diameter Diam(Ci) and the cluster head coverage diameter
(2CHr). The community diameter is calculated by getting the
maximum value returned by Floyd-Warshall algorithm [24].
Communities with just one node are not considered.

K(Ci) =

⌈
Diam(Ci)

2CHr

⌉
(6)

The following algorithm describes the three steps of the
QK-Means algorithm:

1: procedure QK-MEANS
2: // Network Formation;
3: for all pair of different slaves vi and vj do
4: if dij ≤ 2CHr then
5: connect nodes vi and vj ;
6: end if
7: end for
8: Detect communities using ;
9: // Find sub-communities

10: for all community Ci with n > 1 do
11: Diam(Ci)← max(Floyd-Warshall(Ci));
12: K(Ci)←

⌈
Diam(Ci)

2CHr

⌉
;

13: K-Means(K(Ci), Ci);
14: end for
15: end procedure

After the clustering process, one cluster head node is
deployed in every cluster midpoint.

V. SIMULATION RESULTS

In this section, we discuss about some experiments using
QK-Means on the proposed simulation model.

A. Subcluster Size

This first experiment considered the use of different sub-
cluster sizes. The proposed QK-Means algorithm uses Equa-
tion 6 to find the number of sub-clusters in a community. This
experiment consisted of multiplying this equation by some
factors, i.e., find smaller sub communities and deploy more
cluster head nodes. It was used a pre set network wit 1000
nodes divided in 16 gaussians (Fig. 3(b)). Figure 4 shows
the result of these experiments. First, it was used the original
equation 6 and then, it was multiplied by 2, 4 and 8. It is
possible to observe that as long as K increases, the network
coverage increases and lost messages decrease. The coverage



(a) (b)

Fig. 3. Networks with 1000 slave nodes. (a) 8 Banana-Shaped. (b) 16 Gaussians.

is the percentage of slave nodes that are connected with one
or more cluster head nodes. It is important to observe that, in
this paper, the main idea of clustering is using the less cluster
head nodes to get the higher coverage and therefore get a low
rate of lost messages. Thus, it is not interesting the use of a
high number of sub-communities.

Fig. 4. Effect of the variation of sub-communities number on coverage and
lost messages. For this simulations was considered 1000 slave nodes divided
in 16 gaussians (Fig. 3(b)). The parameters were the following: Sr = 50m,
CHr = 25m, Sb = 50 messages, CHb = 2500 messages and λ = 10%.
Each point of graphic represents the mean of 30 simulations.

B. Cluster Head Buffer

In this next experiment was observed the influence of the
cluster head buffer (CHb) on lost message rate. It was used
the QK-Means compared to other two algorithm: simple mod-
ularity (described in Section III) and expectation-maximization
(EM) [25], [26] using a small Sb. Figure 5 shows the results of
this simulation. It is possible to notice that as long as the CH
buffer increases the lost message rate decreases until reach a
point that do not decrease anymore. For this and all simulations
was considered that messages on buffer (slave or CH) are not
counted as lost messages.

C. Message Generation Probability (λ)

In this experiment was verified the influence of the message
generation probability (λ) on lost message rate. Figure 6
shows the variation of lost message when λ increases. As
expected, the higher the λ, the higher the lost messages. It is
possible to observe that QK-Means had a softer curve than the
other algorithms because it deploys more and better positioned
cluster head nodes.

VI. CONCLUSION AND FUTURE WORKS

This paper presented a clustering technique based on
community detection in complex networks and traditional
clustering algorithm K-Means: the QK-Means. As a hybrid
technique, the idea was to take advantage of both approaches.
The K-means is a good clustering technique for cartesian
points and community detection can find clusters with different
shapes in complex networks. An important feature is that QK-
Means do not need to know and inform the number of K a
priori. The proposed model of wireless sensor networks made



Fig. 5. Variation of cluster head buffer (CHb) and its influence on
lost message rate for some clustering algorithms. For this simulations was
considered 1000 slave nodes divided in 8 bananas-shaped (Fig. 3(a)). The
parameters were the following: Sr = 50m, CHr = 25m, Sb = 50 messages
and λ = 10%. Each point of graphic represents the mean of 30 simulations.

Fig. 6. Variation of message generation probability (λ) and its influence
on lost message rate for some clustering algorithms. For this simulations
was considered 1000 slave nodes divided in 16 gaussians (Fig. 3(b)). The
parameters were the following: Sr = 50m, CHr = 25m, Sb = 50 messages
and CHb = 2500 messages. Each point of graphic represents the mean of
30 simulations.

possible the simulation of large networks. It also allowed
to make some experiments with QK-Means to check its
efficiency.

As future works we could point some improvements in
QK-Means like calculating the best CH coverage radius by
analyzing the number of nodes in each cluster and if it found
a dense cluster, then the algorithm could break them into small
clusters and use more CHs with lower CH radius. Try some
different algorithms or techniques to calculate community
diameter. Try other clustering techniques like DBSCAN or
SOM. Use other community detection techniques like Edge

Betweenness or Brownian motion. Compare these different
combinations of algorithms. Insert parameters to QK-Means
like: maximum number of CH or maximum coverage. Create
new metrics like the number of delivered messages from slaves
to master. Finally, apply QK-Means to other applications by
adapting function distance.
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