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Abstract—This paper proposes an improved version of the
current online learning algorithm for a general fuzzy min-max
neural network (GFMM) to tackle existing issues concerning
expansion and contraction steps as well as the way of dealing with
unseen data located on decision boundaries. These drawbacks
lower its classification performance, so an improved algorithm
is proposed in this study to address the above limitations. The
proposed approach does not use the contraction process for
overlapping hyperboxes, which is more likely to increase the error
rate as shown in the literature. The empirical results indicated
the improvement in the classification accuracy and stability of
the proposed method compared to the original version and other
fuzzy min-max classifiers. In order to reduce the sensitivity to the
training samples presentation order of this new on-line learning
algorithm, a simple ensemble method is also proposed.

Index Terms—General fuzzy minmax neural network, hyper-
box, neuro-fuzzy system, robust machine learning algorithms

I. INTRODUCTION

Artificial neural networks (ANNs) are one of the most
widely used methods for dealing with classification problems
as well as real-world applications [1]. However, the main
disadvantage of the original ANNs is that they do not have
the capability of giving explanations of their predictive results
to humans explicitly. This drawback restricts the widespread
use of the ANNs for critical domains such as health-care and
criminal justice [2]. In a recent study, Rudin [2] has high-
lighted that there is a high demand for interpretable models
to substitute black-box models in assisting decision-makers in
areas with the requirement of high safety and trust. Hyperbox
fuzzy sets can be used to build such interpretable models.
Another advantage of adopting hyperbox representations for
classifiers is that the model can be trained incrementally. This
is an attractive characteristic of hyperbox-based classifiers
because it does not require retraining the models periodically.
Hence, they can be deployed for applications working in a
dynamically changing environment.

Simpson has proposed to use hyperbox fuzzy sets to form
fuzzy min-max neural networks with ideas inspired by the
ART neural networks [3] to address classification [4] and
clustering [5] problems. Since then, many studies focused on
improving the drawbacks of this class of machine learning
algorithms. These enhancements can be divided into two
directions, i.e., with and without using the contraction step [6]

to resolve the overlapping regions among hyperboxes. General
fuzzy min-max neural network developed by Gabrys and
Bargiela [7] is a typical representative of improved versions
using the contraction procedure. It provides a generalization of
fuzzy min-max neural networks with the ability to integrate
supervised, semi-supervised, and unsupervised learning in a
single framework. However, the use of a contraction process
affects the accuracy performance of the GFMM neural net-
work, as shown in [6] and [8] as well as being illustrated in
Fig. 1.
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Fig. 1. A drawback of the contraction procedure.

As we can see from Fig. 1, some data points such as
E and F belong to wrong hyperboxes after performing the
contraction procedure. Other points such as P and Q are moved
to outside of the hyperboxes, and they are more likely to be
misclassified. For example, sample P covered by hyperbox
B2 before conducting the contraction procedure is now near
to hyperbox B1. Therefore, it will be classified to a red class
represented by hyperbox B1 because the membership degree
of P in B1 is higher than that of P in B2.

Due to the observed undesired effects of the contraction
step, other types of fuzzy min-max classifiers such as the in-
clusion/exclusion fuzzy hyperbox classifier [8], hyperbox clas-
sifier with compensatory neurons [9], data-core-based fuzzy
min-max classifier [10], and multi-level fuzzy min-max neural
network [11] did not use the contraction phase to resolve the
overlapping regions among hyperboxes. Instead, they deployed
a special neuron to handle the overlapping regions. However,
these mechanisms make the model architecture complex and
increase training time. Therefore, they have been less likely
to be applied to large-sized datasets. In this paper, rather
than using a special neuron for each overlapping region, we
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prevent the expansion of hypeboxes if this operation leads to
the appearance of overlapping zones. This principle was very
successfully used in the agglomerative learning algorithms in
[12], and it is adopted here in the proposed online learning
algorithm. Although the agglomerative learning algorithms are
efficient and they do not face the limitations of the overlap
resolving step, they use all of the training samples to generate
and aggregate hyperboxes repeatedly, so their training time is
long. Meanwhile, the online learning algorithm uses a single
pass learning mode through the training data, thus its training
time is much shorter. In this paper, we propose to use the
learning principle of the agglomerative algorithms in a single
pass learning mode to construct an improved online learning
algorithm for GFMM neural network (IOL-GFMM). A strong
point of our proposed method is demonstrated through an
example presented in Fig. 2.
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Fig. 2. A drawback of the current online learning algorithm for GFMM.

In this figure, the original online learning version of GFMM
(Onln-GFMM) will expand hyperbox A to cover the new input
patter D, and then the contraction process is performed to
resolve the overlapping region with hyperbox B. However, if
the IOL-GFMM is used, hyperbox C can join the expansion
step to cover the input sample D because the expansion of
hyperbox A causes the overlap with B representing other class.
This process will not lead to any disturbance of the model due
to the contraction phase.

As mentioned in [13], a classifier is considered stable
if its performance is not varied too much with the small
perturbations, e.g. noise, in the training samples. Fuzzy min-
max classifiers using online learning algorithms are sensitive
to noise, especially when the value of maximum hyperbox
size is large. Taking the case shown in Fig. 3 as an example,
with a large value of maximum hyperbox size, hyperbox A
will be extended to cover the noisy input patterns C and
D. Then, the contraction process conducted can cause the
negative disturbance in the learned classifier. In the case of
using the IOL-GFMM, hyperbox A cannot expand and the
patterns C and D are considered as new hyperboxes without
any disturbance. The robustness of the IOL-GFMM to the
noisy data will be verified in the experimental part.

Another existing problem of the current Onln-GFMM is
that it does not any additional information to allocate the
class for unseen data points locating on the decision boundary.
In this case, there may exist several winner hyperboxes with
the same membership value representing different classes. To
cope with this issue, a solution is the use of a Manhattan
measure to compute the distance from the input pattern to the
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Fig. 3. An example of hyperbox-based model and noise.

central point of each winner hyperbox as introduced in [14],
and then assigning the input pattern to the winner hyperbox
with the smallest distance. However, the central point is the
average value of the minimum and maximum coordinates
of the hyperbox, so it is also sensitive to noise. In this
paper, we use a probability equation generated from cardinality
information of each winner hyperbox, as shown in [15], to
decide the suitable class for each input pattern.

With all of the above reasons, we propose the IOL-GFMM.
The main distinct point of the proposed method and the
original version is that the proposed method does not use the
contraction process. The selected hyperbox is only extended
to accommodate a new input pattern if this operation does
not introduce any overlapping regions with hyperboxes repre-
senting other classes. For the classification phase, cardinality
information is used to classify unseen data points in the case
of existing many winner hyperboxes with the same maximum
membership value and belonging to different classes. However,
the IOL-GFMM still depends on the order of training data
presentation but to a lesser extent than the original Onln-
GFMM. With more data seen, the space is becoming more
constrained, and new incoming patterns located inside the
previously created hyperboxes of other classes cannot be
expanded to form hyperboxes. This limitation will be also
analyzed in the experimental section and if all training data
are stored, we propose a simple ensemble method to tackle
this drawback.

The rest of the paper is organized as follows. Section
II presents the architecture of GFMM neural network and
its original online learning algorithm. The improved online
learning algorithm to address existing downsides of the current
learning approach is mentioned in section III. Section IV de-
scribes empirical results and some discussion of the proposed
method. Section V concludes some findings and discusses
potential research directions.

II. GENERAL FUZZY MIN-MAX NEURAL NETWORK

A. An overview architecture of GFMM

An overview architecture of GFMM is presented in Fig. II.
This type of neural network can handle both fuzzy and crisp
input data. Therefore, its input layer contains 2n nodes, where
n is the dimensionality of the input patterns X = [X l, Xu],
specified in an n-dimensional unit cube In. The first n nodes in
the input layer correspond to n features of the minimum coor-
dinate X l of the input sample, while the remaining n nodes are
n features of the maximum point Xu. The hidden layer of the
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Fig. 4. An overview architecture of GFMM.

GFMM consists of hyperboxes. Each hyperbox Bi is defined
by an ordered set as follows: Bi = [X,Vi,Wi, bi(X,Vi,Wi)],
where Vi and Wi are minimum and maximum points of Bi
respectively, 0 ≤ bi ≤ 1 is the membership degree of Bi.
Minimum and maximum coordinates of all hyperboxes within
the hidden layer form two connecting matrices V and W
between input nodes and hidden nodes. The matrix V connects
the first n input nodes while W links the remaining n input
nodes to the hyperbox nodes. These matrices are adjusted
through the learning process of the GFMM. The membership
function bi, which is also the activation function of hyperbox
nodes, is defined as (1).

bi(X) =
n

min
j=1

(min([1−f(xuj −wj , γj)], [1−f(vj −xlj , γj)])) (1)

where f(z, γ) =


1, if zγ > 1

zγ, if 0 ≤ zγ ≤ 1

0, if zγ < 0

is the threshold func-

tion and γ = [γ1, . . . , γn] is a sensitivity parameter showing
how fast the membership function decreases.

Hyperbox nodes are fully connected to the output nodes
by a binary-valued matrix U of which the elements uij are
calculated using (2).

uij =

{
1, if hyperbox Bi represents class cj
0, otherwise

(2)

where Bi is the hyperbox in the hidden layer, and cj is the
jth node of the output layer. The transfer function of cj is
determined by (3).

cj =
m

max
i=1

bi · uij (3)

where m is the number of hyperboxes in the hidden layer. It
is noted that node c0 is linked to all unlabeled hyperboxes
within the hidden layer. The output nodes can produce the
fuzzy values computed directly from (3) or crisp values if the
node with the highest value is assigned to 1, and the others
receive zero values [7].

B. The original online learning algorithm

The online learning proposed in [7] is used to adjust values
of two matrices V and W. This learning algorithm includes
three main steps: hyperbox expansion/creation, overlap test,
and hyperbox contraction.

For each input sample X = [X l, Xu] with the class label
lX , the algorithm filters all hyperbox candidates with the
same label as lX or unlabelled. Next, the membership degrees
between these hyperboxes and X are computed. After that, the
hyperbox Bi with the highest membership value is selected,
and the condition in (4) related to maximum hyperbox size
(θ) is verified. If the membership value of Bi is one, then X
is contained in Bi, and nothing is performed.

max(wij , x
u
j )−min(vij , x

l
j) ≤ θ, ∀j ∈ [1, n] (4)

If this condition is satisfied, hyperbox Bi is expanded to
cover the input pattern using (5) and (6). If hyperbox Bi is
unlabelled, then set class(Bi) = lX .

vnewij = min(voldij , x
l
j) (5)

wnewij = max(woldij , x
u
j ), ∀j ∈ [1, n] (6)

If hyperbox Bi has not met the expansion condition (4), the
next hyperbox candidate with the second largest membership
value is chosen to check condition (4). This process is repeated
until the selected hyperbox is extended to accommodate the
input sample. If no hyperbox candidate satisfies the condition,
a new hyperbox is created with min-max coordinates and label
identical to the input pattern.

If the expansion procedure at the previous step is performed,
the expanded hyperbox Bi is tested the overlap with other hy-
perboxes Bk as follows. If Bi is an unlabelled hyperbox, then
it must be checked for overlap with all existing hyperboxes.
If Bi is labelled, the overlap test operation is only conducted
between Bi and hyperboxes Bk representing other classes. For
each dimension j, four following cases are performed (initially
δold = 1):
• vij < vkj < wij < wkj : δnew = min(wij − vkj , δold)
• vkj < vij < wkj < wij : δnew = min(wkj − vij , δold)
• vij < vkj ≤ wkj < wij :
δnew = min(min(wkj − vij , wij − vkj), δold)

• vkj < vij ≤ wij < wkj :
δnew = min(min(wij − vkj , wkj − vij), δold)

If δnew < δold, then assign ∆ = i and δold = δnew to
indicate an overlapping region on the ∆th dimension, and the
testing process is iterated for the next dimension. In contrast,
no overlap exists between two hyperboxes, and the contraction
process will not been conducted (∆ = −1). If ∆ 6= −1,
the contraction process is executed on the ∆th dimension to
eliminate the overalap region between two hyperboxes. Four
cases of this step were presented in [7].

III. PROPOSED METHOD

To address the identified drawbacks in the original online
learning algorithm of the GFMM model mentioned in the
introduction section, i.e., the problems of overlap resolving and



equal membership degree, we propose an improved version
of the original training algorithm. The enhanced algorithm
eliminates the contraction process during the training phase,
simultaneously using the cardinality information of each hy-
perbox to support the classification phase.

A. Training phase

Similarly to the agglomerative learning algorithm in [12],
the improved learning algorithm of GFMM does not allow
the overlap to occur between the expanded hyperbox and any
hyperboxes belonging to other classes, so it does not need to
use the contraction procedure. The learning process contains
two main steps, i.e., expansion/creation of hyperboxes and
overlap checking. The details of the proposed method are
shown in Algorithm 1. Two main procedures of the algorithm
for each input pattern are described as follows:

a) Expansion of hyperboxes: For each input pattern X ,
we find all existing hyperboxes with the same class as X
or being unlabeled. After that, we compute the membership
values of the input pattern to all of these hyperboxes (lines 7-
8). Then, we sort all selected hyperboxes in descending order
of the membership degrees (line 9). If there is any hyperbox of
which the membership value is one, the expansion procedure
is not carried out (lines 13-16). Otherwise, we traverse in turns
each hyperbox candidate and verify the expansion conditions.
If all expansion conditions are met, we update the size of
selected hyperbox and the number of samples contained in
that hyperbox, and then the expansion step continues with next
input patterns (lines 17-27). If all hyperbox candidates are not
satisfied with the conditions, we create a new hyperbox to
cover the input pattern and add this hyperbox to the current
list of hyperboxes (lines 29-31). Two conditions need to be
verified, i.e., maximum hyperbox size in (4) and overlap. If
the maximum hyperbox size requirement is met, we then check
the non-overlapping condition as follows:

b) Overlap test: The overlap checking occurs between
the newly expanded hyperbox and the remaining hyperboxes
representing different classes. After expanding the selected
hyperbox, if it overlaps with any hyperboxes of other classes,
the next hyperbox candidate will be considered. If the extended
hyperbox does not overlap with any hyperboxes belonging to
other classes, the selected hyperbox will be updated with new
size, and the learning process continues with another input
patterns. The conditions for the overlap test are the same as
in the original GFMM.

Note that we prevent the overlapping areas happening
during the hyperbox extension process, but if the input pattern
is in the form of hyperbox, the overlap between it and
existing hyperboxes representing other classes can still occur.
It is due to the fact that we add it directly to the current
list of hyperboxes without verifying the overlap. However,
such hyperboxes cannot be expanded to cover other patterns
because they do not meet the non-overlapping condition. As
a result, these hyperboxes are more likely to be removed if
we use a pruning step. If not, the classification step using
additional cardinality information can still classify the unseen

samples correctly because these hyperboxes contain only one
sample, which leads to the probability to cover the unseen
patterns very small.

Algorithm 1 The improved learning algorithm of GFMM
Require:

• θ: The maximum hyperbox size
• γ: The speed of decreasing of the membership function

Ensure:
A list H of hyperbox fuzzy sets containing minimum-maximum values
and classes

1: Initialize an empty list of hyperboxes: min-max values V = W = ∅,
hyperbox classes: L = ∅

2: for each input pattern X = [Xl, Xu, lX ] do
3: n← The number of dimensions of X
4: if V = ∅ then
5: V ← Xl; W ← Xu; L ← lX
6: else
7: H1 = [V1,W1,L1] ← Find hyperboxes in H = [V,W,L]

representing the same class as X or being unlabeled
8: M← ComputeMembershipValue(X,V1,W1,L1)
9: Hd ← SortByDescending(H1,M(H1))

10: Set H1 ←H \H1

11: flag ← false
12: for each h = [Vh,Wh, lh] ∈ Hd do
13: if M(h) = 1 then
14: flag = true
15: break
16: end if
17: if max(whj , x

u
j )−min(vhj , x

l
j) ≤ θ,∀j ∈ [1, n] then

18: W t
h ← max(Wh, X

u); V t
h ← min(Vh, X

l)

19: isOver ← IsOverlap(W t
h, V

t
h , H1)

20: if isOver = false then
21: Vh ← V t

h ; Wh ←W t
h

22: lh ← lX if lh is unlabeled and lX is labeled
23: flag ← true
24: Increase the number of samples contained in h
25: break
26: end if
27: end if
28: end for
29: if flag = false then
30: V ← V ∪Xl; W ←W ∪Xu; L ← L ∪ lX
31: end if
32: end if
33: end for
34: return H = [V,W,L]

B. Classification phase

For an unseen input pattern X , the membership values
between X and hyperboxes of the trained model are computed.
Then, the input X is classified to the hypebox with the
highest membership value. If many hyperboxes representing K
different classes have the same maximum membership value
(bwin). If bwin = 1 and ∃i : ni = 1, then the prediction class
of X is the class of Bi. Otherwise, we will use an additional
formula to find the right class for the input pattern as shown
in (7) [15]. The final class of an input pattern is the class ck
with the highest value of P(ck|X).

P(ck|X) =

∑
j∈Ikwin

nj · bj∑
i∈Iwin

ni · bi
(7)

where k ∈ [1,K] and Iwin = {i, if bi = bwin} is a set of
indexes of all hyperbox with the same highest membership



value, Ikwin = {j, if class(Bj) = ck and bi = bwin} is a
subset of Iwin with indexes for the kth class, and ni is the
number of samples contained in the hyperbox Bi.

IV. EXPERIMENTS

Experiments in this part were conducted on popular datasets
stored in UCI repository [16]. Several descriptions of the used
datasets are shown in Table I. Because these datasets have a
small size, we adopted the density-preserving sampling (DPS)
method [17] to split the datasets aiming to preserve the data
density and class shapes for folds employed in training and
testing phases. Each dataset was partitioned into four folds
using the DPS approach. Three folds were used as training
data to build the learning model, and the remaining fold was
deployed to evaluate the performance of the trained model.
This process was repeated until all folds were used as testing
data. The average testing error rates on four folds are reported
in this paper.

TABLE I
DESCRIPTIONS OF DATASETS

ID Dataset # samples # features # classes
1 Blood transfusion 748 4 2
2 Breast Cancer Coimbra 116 9 2
3 Haberman 306 3 2
4 Heart 270 13 2
5 Page blocks 5473 10 5
6 Landsat Satellite 6435 36 6
7 Waveform (v1) 5000 21 3
8 Yeast 1484 8 10
9 Spherical 5 2 250 2 5

A. Comparison of the performance and complexity of the
proposed and original learning algorithms of GFMM

This experiment is to assess the performance and com-
plexity between the proposed method and existing learning
algorithms of GFMM including online learning (Onln-GFMM)
and accelerated agglomerative (batch) learning (AGGLO-2).
In addition to the membership value, the original online
learning algorithm does not use any additional information to
support the classification step. Therefore, in the case that there
are many hyperboxes with the same maximum membership
degree, we will select randomly among classes of the winner
hyperboxes to return as the predicted class. To strengthen the
comparison with the proposed method, in the original online
learning algorithm, we use the hyperbox central point (the
average value of maximum and minimum coordinates) and
a Manhattan distance measure (Onln-GFMM + Manhattan)
to handle the case of many winner hyperboxes as shown in
[14]. The Manhattan distance from the input pattern to central
points of the winner hyperboxes are calculated. Then, the input
pattern will be assigned the hyperbox with the minimum value
of the Manhattan distance. For AGGLO-2, we use (7) to find
the predictive class in the case of many winner hyperboxes.

This experiment aims to assess the influences of the max-
imum hyperbox size parameter (θ) on the classification ac-
curacy, model complexity, and training time of the proposed
and original learning algorithms using different datasets. Three

representative datasets, i.e., Haberman, Page blocks, and Land-
sat Satellite, representing the diversity in the numbers of
samples, features, and classes, were selected for this purpose.
The values of θ were increased from 0.1 to 0.7, and at each
threshold, the models were trained and assessed repeatedly
four times on four different training and testing DPS folds.
Fig. 5 shows the average test error rates and complexity (the
number of generated hyperboxes) of models on three datasets
at different values of θ.

It can be observed that the GFMM classifier trained using
the proposed online learning algorithm produces smaller aver-
age testing errors compared to the models using the original
learning algorithms, especially in the case of employing high
values of θ. The use of the Manhattan distance measure
contributes to reducing the testing error rates of the model
using the old online learning algorithm. While the perfor-
mances of GFMM trained by the old online learning algorithm
are severely affected by the increase of maximum hyperbox
sizes, the proposed online learning algorithm only causes a
slight increase in the testing error rates of model when using
large values of θ. These facts can be explained by observing
the number of generated hyperboxes at each threshold of θ.
At small values of θ, the complexity of the model using
the proposed algorithm is nearly equivalent to that of the
classifier using the original approach. At higher settings of
θ, the numbers of generated hyperboxes of three methods
are reduced, but the complexity of the model trained by the
improved algorithm is much higher than the models using the
original method. As a result, knowledge coded in the classifier
using the improved method is still maintained, so the test
accuracy rates are not reduced considerably. In other words,
the proposed learning algorithm is efficient in lowering the
misclassification errors when increasing the maximum hyper-
box size. Compared to batch learning algorithm AGGLO-2,
error rates of IOL-GFMM are only slightly higher in some
thresholds, while its complexity is usually smaller.

Table II shows the average training time of the original and
proposed learning algorithms on three datasets. In general,
the training time of the IOL-GFMM is much faster than
the original online learning algorithm when the maximum
hyperbox size is small (usually ≤ 0.4). It is due to the fact
that the proposed learning algorithm reduces the number of
expandable hypebox candidates as well as without using the
contraction process. In the case that the value of θ is high
and the number of data points in the training set is large
such as Landsat Satelite dataset, the training time of the
proposed method is longer than that of the original learning
algorithm. This fact is not surprising since the number of
generated hyperboxes at high values of θ using the proposed
method is much larger than that using the original learning
approach (see Fig. 5-(f)). Hence, the overlap test procedure in
the proposed method has to run on much more hyperboxes, so
it increases the training time. Furthermore, the training time
of online learning algorithms is much faster than that of the
agglomerative learning algorithm. These figures show that the
IOL-GFMM algorithm is competitive to the batch learning
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Fig. 5. The performance and model complexity of the proposed and original online learning algorithm.

TABLE II
AVERAGE TRAINING TIME (IN SECONDS) OF GFMM CLASSIFIERS USING THE ORIGINAL AND IMPROVED LEARNING ALGORITHMS

(SMALLER VALUES ARE BETTER AND HIGHLIGHTED IN BOLD)

ID Dataset Model θ = 0.1 θ = 0.2 θ = 0.3 θ = 0.4 θ = 0.5 θ = 0.6 θ = 0.7

1 Page blocks
Onln-GFMM 3.8717 1.9758 1.3024 1.0879 1.1667 1.0385 1.0290
IOL-GFMM 0.8238 0.4376 0.3484 0.3432 0.3223 0.3306 0.3313
AGGLO-2 15.6012 6.3211 5.1393 5.2248 5.8189 6.2523 6.0002

2 Landsat Satellite
Onln-GFMM 67.1135 27.5141 7.4381 3.3578 2.2326 1.5856 1.1288
IOL-GFMM 8.1266 2.0505 1.7381 2.1205 2.4473 2.7987 3.2385
AGGLO-2 867.9369 68.8635 46.1044 54.4781 58.4633 66.5776 60.4559

3 Haberman
Onln-GFMM 0.0794 0.0649 0.0547 0.0343 0.0272 0.0371 0.0248
IOL-GFMM 0.0376 0.0290 0.0275 0.0339 0.0313 0.0309 0.0346
AGGLO-2 0.2493 0.1604 0.1219 0.1385 0.1571 0.1869 0.1812

algorithm while its training time is much faster.

B. Evaluation the robustness of the proposed method to noise

This experiment is to prove the robustness, as shown in the
example in Fig. 3, of the improved online learning algorithm
for GFMM. To evaluate the effectiveness of the IOL-GFMM
and the pruning operation in dealing with noise in the learning
process with single pass through, three representative datasets,
i.e., Habermann, Landsat Satellite, and Page blocks as shown
in the subsection IV-A, were used. Each dataset was split into
four folds using the DPS method; two folds were used for
building the models, one fold for pruning, and one fold for
testing. The training and validation sets were corrupted with
5%, 10%, and 15% of the total number of samples changed
their class labels randomly. The experiments were repeated
four times for four different testing folds to obtain the testing

errors before and after conducting the pruning step. This paper
uses a simple pruning operation, in which hyperboxes with
predictive accuracy lower than 0.5 are eliminated [18].

We conducted experiments using a small value of θ = 0.1
and a large value of θ = 0.7. Table III presents the obtained
results with θ = 0.1, and Table IV is testing error results with
θ = 0.7.

It can be seen that the GFMM models using the old online
learning algorithms with large-sized hyperboxes (θ = 0.7)
are sensitive to noise because the testing error increases
significantly at the level of 15% noise on three considered
datasets, while they are less insensitive to noise in the case
of small-sized hyperboxes. Meanwhile, the IOL-GFMM is
less affected by noise even in the case of employing a large
value of θ as the error rates only increase < 7% when there
are noisy samples in the training data. In general, the IOL-



TABLE III
TESTING ERRORS ON NOISY DATASETS IN THE CASE OF USING θ = 0.1

%Noise GFMM GFMM-Manhattan IOL-GFMM
B. Pra A. Prb B. Pr A. Pr B. Pr A. Pr

Haberman
0 28.460 27.474 30.421 30.712 28.132 31.707
5 30.404 28.777 29.755 29.401 28.448 27.781
10 32.045 32.702 32.698 31.694 31.066 31.037
15 34.330 31.374 35.646 34.3175 32.698 33.672

Landsat Satellite
0 11.313 13.458 11.236 11.064 11.360 11.313
5 12.945 14.080 12.883 12.370 12.681 12.417
10 15.090 15.214 15.027 14.577 14.483 14.918
15 17.250 17.125 17.219 14.266 16.503 14.499

Page blocks
0 4.404 4.824 4.422 6.760 3.874 7.326
5 14.142 13.959 14.306 8.643 4.952 7.875
10 20.263 19.880 20.501 11.565 6.085 8.186
15 27.608 26.768 27.828 15.183 8.240 7.528

aB. Pr: Before pruning; bA. Pr: After pruning

GFMM is more stable than the original GFMM, and this
claim is demonstrated via the Landsat Satellite and Page
blocks datasets. We can also see that the pruning procedure
contributes to decreasing the error rates of models trained
by the original online learning algorithms in some cases.
Nevertheless, it is not effective for IOL-GFMM, especially
when using a high maximum hyperbox size threshold because
it leads to an increase in the testing error. In general, the
pruning procedure is efficient on the model with many small-
sized hyperboxes. With a small value of θ and high rate of
noise, the pruning step is very useful when it contributes to
a significant reduction of error rates. However, in the case
of using large values of θ, the pruning step is ineffective for
the IOL-GFMM model. This fact confirms that the generated
hyperboxes using the proposed method are highly valuable
ones, and the removal of these hyperboxes leads to the loss of
learned knowledge for unusual patterns.

TABLE IV
TESTING ERRORS ON NOISY DATASETS IN THE CASE OF USING θ = 0.7

%Noise GFMM GFMM-Manhattan IOL-GFMM
B. Pra A. Prb B. Pr A. Pr B. Pr A. Pr

Haberman
0 28.439 28.439 28.439 39.807 28.777 44.412
5 28.435 28.435 28.435 39.807 30.071 37.239
10 33.002 33.002 33.002 41.554 33.356 38.901
15 47.374 47.374 47.374 37.838 34.638 37.615

Landsat Satellite
0 24.335 24.351 24.195 35.429 14.437 21.322
5 42.269 42.284 42.269 50.210 14.918 21.259
10 56.736 56.643 56.674 59.346 17.124 21.072
15 59.053 58.913 58.960 66.994 20.357 25.409

Page blocks
0 28.360 28.396 28.378 42.878 4.002 28.941
5 64.387 64.478 64.387 9.757 4.532 17.304
10 77.928 77.947 78.001 51.993 5.664 24.795
15 81.328 81.310 81.291 81.602 5.865 24.504

aB. Pr: Before pruning; bA. Pr: After pruning

C. Comparison of the performance of the proposed method to
other fuzzy min-max classifiers

This experiment is to compare the performance of the
GFMM model using the improved online learning algorithm

to other types of fuzzy min-max neural networks such as
the GFMM using the old online learning (Onln-GFMM) and
agglomerative learning (AGGLO-2) [12] algorithms, fuzzy
min-max neural network (FMNN) [4], enhanced fuzzy min-
max neural network (EFMNN) [19], and enhanced fuzzy min-
max neural network using K-nearest hyperbox expansion rule
(KNEFMNN) [20]. To conduct a fair comparison, we used 3-
fold DPS cross-validation and a grid-search procedure to find
the best value of θ in the range of [0.1, 0.15, . . . , 0.65, 0.7]
for each classifier. As for KNEFMNN, the value of K was
searched in the range of [2, 10]. For each training dataset
including three DPS folds, a fold was used as a validation set,
and two remaining folds were deployed to train the model.
Next, the performance of the trained classifier was assessed
on the validation fold. This process was iterated three times
for three different validation folds for each set of parameters.
The parameters which resulted in the lowest average validation
error rate were used to train the final classifier using three DPS
folds. Finally, the final model was executed on the remaining
DPS testing fold. This process was repeated four times for
four different DPS testing folds, and the average testing error
is reported in Table V.

It can be observed that no method is always superior
through all datasets, but the average testing error of GFMM
using the proposed method is competitive among different
methods, such as AGGLO-2 and KNEFMNN. In addition,
the IOL-GFMM outperforms other online learning algorithms
like Onln-GFMM, FMNN, and EFMNN. To facilitate the
conclusion, we rank the performance of approaches, in which
the method outputs the lowest error rates on each dataset is
ranked first, the second-best method ranks two, and so on. The
average ranks through nine datasets of models are shown in
Table VI. It can be easily observed that IOL-GFMM produces
the best average performance compared to other types of
online learning algorithms of the fuzzy min-max models, as
well as being competitive to the batch learning algorithm, i.e.,
AGGLO-2.

D. A simple ensemble learning approach to tackle the disad-
vantages of the proposed method

Although the proposed method has shown the effectiveness
via experiments, especially in the case of using large values
of θ, it is still sensitive to the presentation order of training
samples like other online learning algorithms. A disadvantage
of the proposed method is shown in Fig. 6. In this case, when
samples A and B with the same class label are presented to
the GFMM classifier first, they will form a hyperbox. Un-
fortunately, this hyperbox covers all remaining input patterns
of another class. Therefore, when these remaining patterns,
which are denoted by dots, come to the network, they do
not satisfy the non-overlapping condition between hyperboxes
representing different classes. Therefore, all these points form
hyperboxes with only one sample. Consequently, all unseen
data points with green label located inside the hyperbox with
the red label will be incorrectly classified. To overcome this
limitation, we should construct small-sized hyperboxes before



TABLE V
THE LOWEST AVERAGE TESTING ERRORS (%) OF MODELS ON NINE DATASETS (SMALLER VALUES ARE BETTER AND SHOWN IN BOLD)

ID Dataset Onln-GFMM Onln-GFMM + Manhattan IOL-GFMM AGGLO-2 FMNN EFMNN KNEFMNN
1 Blood transfusion 34.35825 33.28875 23.797 24.59875 30.8825 33.28875 32.353
2 Breast Cancer Coimbra 28.448 28.448 32.7585 26.724 30.172 37.069 25.862
3 Haberman 31.703 32.032 28.76775 31.374 39.8325 34.00975 30.3785
4 Heart 23.32625 19.24375 22.218 22.5965 18.15725 19.99 18.8815
5 Page blocks 4.54975 4.6045 3.7455 3.91 6.99775 4.915 4.44
6 Landsat Satellite 11.08 11.01775 10.816 10.30275 17.54475 11.82625 10.8935
7 Waveform 18 18 18.7 17.92 22.2 21.22 20.78
8 Yeast 42.116 42.18475 41.85025 42.989 51.62025 40.8355 39.962
9 Spherical 5 2 1.20325 1.20325 1.20325 1.20325 1.19675 2.40675 1.60025

TABLE VI
THE AVERAGE RANK OF THE PERFORMANCE OF MODELS THROUGH NINE

DATASETS (BEST VALUE IS HIGHLIGHTED IN BOLD)

ID Model Average rank
1 Onln-GFMM 4.50
2 Onln-GFMM + Manhattan 4.11
3 FMNN 5.0
4 EFMNN 5.5
5 KNEFMNN 3
6 AGGLO-2 2.94
7 IOL-GFMM 2.94

aggregating these hyperboxes with a larger size, as shown in
[18]. In addition, if the training data are available, we can use
an ensemble method with base learners trained on the same
training set but with different data presentation orders in order
to overcome the above limitation. By using different orders
of training data to build an ensemble model, the limitation
presented in Fig. 6 is less likely to happen on all base learners,
so the ensemble classifier is more robust than the single IOL-
GFMM model.
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Fig. 6. Limitation of the proposed method

In this experiment, each dataset was split into four folds
using the DPS method [17]. For each execution, three folds
were used for training the model, and then the performance of
the trained model was assessed on the remaining fold. The fig-
ures reported in this part are the average values of four testing
folds. For each training set, we built eleven GFMM models
using the original online learning and IOL-GFMM algorithms,
each was trained by randomly shuffling the presentation orders
of training data. Next, each model was tested on the remaining
testing fold. The average standard deviation for testing errors
of models using different learning algorithms on four testing
folds is shown in Table VII. Generally, it can be observed that
the standard deviation of models trained by the IOL-GFMM
is lower than those trained by the Onln-GFMM + Manhattan.
The standard deviations for testing error of models using IOL-
GFMM are usually lower than 6% and more stable than those
using the original online learning algorithm, especially for

Page blocks and Blood transfusion datasets. However, the IOL-
GFMM algorithm is still affected by data presentation orders,
especially in the case of using high values of θ. In the case of
using small values of θ, online learning algorithms of GFMM
are less influenced by data presentation orders.

To reduce the impact of data presentation order, we can
build a simple ensemble model of base learners trained on the
same training set but with different training sample orders.
After that, the predictive results of base learners are aggregated
using a majority voting method. Table VIII shows the average
testing errors of eleven base learners and the ensemble model
of these eleven base models trained by the IOL-GFMM
algorithm. In general, the performance of the ensemble model
is better than the single models. With high values of θ, the
standard deviation values of base models are usually high,
but the ensemble model shows its superior effectiveness in
comparison to base estimators. For example, with θ = 0.6, the
standard deviations of the base models on Blood transfusion
and Breast Cancer Coimbra datasets are approximately 5%,
whereas the testing errors of ensemble models are lower by
about 4% compared to the average testing errors of the single
models. This result confirms that the ensemble method is a
suitable approach to overcome the limitations of the proposed
method and contribute to building robust learning models.

V. CONCLUSION AND FUTURE WORK

This paper presented the improved online learning algorithm
for the GFMM classifier. The proposed method does not
use the contraction step in the training process or reduce
the expandable hyperbox candidates for the expansion step.
Experimental results indicated that the performance of the
proposed approach outperformed the original learning algo-
rithm, especially in the case of using large values of maximum
hyperbox size. The new method also showed the robustness
to noise in the training sets.

One of the drawbacks of the proposed and original learning
algorithms is that they do not handle categorical features effec-
tively because the current membership function is designed for
only continuous values. Therefore, one of the intended future
research directions will concentrate on addressing this problem
in order to build more robust classifiers.
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