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Abstract

Data scarcity is a notable problem, es-
pecially in the medical domain, due
to patient data laws. Therefore, ef-
ficient Pre-Training techniques could
help in combating this problem. In this
paper, we demonstrate that a model
trained on the time direction of func-
tional neuro-imaging data could help
in any downstream task, for exam-
ple, classifying diseases from healthy
controls in fMRI data. We train a
Deep Neural Network on Independent
components derived from fMRI data
using Independent component analysis
(ICA) technique. It learns time direc-
tion in the ICA-based data. This pre-
trained model is further trained to clas-
sify brain disorders in different datasets.
Through various experiments, we show
that learning time direction helps a
model learn some causal relation in
fMRI data that helps in faster conver-
gence, and the model generalizes well
in downstream classification tasks even
with fewer data records.

Keywords: FMRI, dynamic-
connectivity, ICA, Mental disorders,
Neuro-Imaging

1. Introduction

The proliferation of Medical imaging modal-
ities such as Computed Tomography (CT)
(Garvey and Hanlon, 2002), Positron Emis-

sion Tomography (PET) (Sudarshan et al.,
2020) and Magnetic Resonance Imaging
(MRI) (Ammar et al., 2021) has made it pos-
sible to acquire large amounts of health infor-
matics data. However, due to practical rea-
sons, the data could not be shared publicly
in most cases. Hence researchers are con-
strained to work with small datasets. Func-
tional Magnetic Resonance imaging (fMRI)
is a useful imaging technique widely used
in investigating psychiatric behaviours and
neuro-cognitive diagnosis (Yang et al., 2020).
The fMRI is broadly classified into two parts;
resting state fMRI and task-based fMRI. In
the former, the subject is in a task neg-
ative state and in latter, the subject is
asked to perform some cognitive task. Gen-
erally, fMRI is performed using a method
called Echo Planar Imaging (EPI)(Mansfield,
1977). It collects data for 2D image in ap-
proximately every 60 ms at a resolution of 3.4
x 3.4 x 4 mm3 voxel size.To cover the whole
brain, approximately 32 slices are acquired
with repetition time of 2s/volume. (Glover,
2011).

The high dimensional nature of the fMRI
data makes it challenging to effectively train
a deep learning model on it owing to high
computational cost. Likewise, such high di-
mensional data is inherently inefficient due to
redundant information (noise) in it. There-
fore, reducing the dimensions of the data
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without losing useful information could be
helpful during the training phase of the
model. Functional brain networks derived
from fMRI data can serve this purpose and
those can be used as a potential biomarkers
for mental disorders (Salman et al., 2019b).
One such technique to extract functional
brain networks is called Independent com-
ponent anlaysis (ICA) which is explained in
section 2.

Our goal is to use ICA based data to
pre-train a model from scratch in a self-
supervised way on time direction and inves-
tigate its efficacy in the downstream clas-
sification task of three diseases, namely,
Schizophrenia (SZ), Autism and Alzheimer’s
Disease (AD) from their respective healthy
subjects. Figure 1 shows a simplistic exam-
ple where the process of breaking a jar is
demonstrated with respect to time. The Jar
is in different states at different time points.
The direction of time gives us information
about the series of events happened. In a
similar fashion, fMRI data is collected and
processed. Typically, to acquire fMRI data,
we get a series of 2D axial slices to cover the
entire brain, which is called a volume. This
process of acquiring volumes is repeated over
time which enables us to look at the func-
tions of the brain. We have showed that
learning time direction (forward and back-
ward sequence of volumes) can help in two
ways: the model can generalize well even
with fewer number of subjects for training
and the training time in the downstream task
decreases considerably. We demonstrate that
a model trained on forward and reverse time
direction can outperform the model trained
from scratch.

2. Literature Review

Data scarcity is a well known problem in do-
mains where data collection is an expensive
and difficult process. One such domain is

Medical imaging data(Izonin et al., 2021).
There are many protocols that needed to
be followed before making such data public.
Owing to such restrictions, it is very chal-
lenging to get one’s hands on enough medical
data to train a model effectively(Kadam and
Jadhav, 2020). One of the methods used to
help resolve this issue is unsupervised pre-
training of the machine learning model. It
acts as a regularizer and could help in better
generalization in any downstream task (Er-
han et al., 2010). Stacked denoising autoen-
coders (SDAE) (Vincent et al., 2010) and
Deep Beliefs Nets (Hinton, 2009) are two of
many classical models. These methods, how-
ever, are not very popular outside the field of
Natural Language Processing (NLP) (Good-
fellow et al., 2016). In Computer Vision
(CV), supervised pre-training is widely used
on large imaging datasets such as COCO
or Imagenet. With medical imaging, how-
ever, We do not have such large datasets to
pre-train a model. Therefore, self-supervised
learning is a suitable method in such cases. It
has been shown that self supervised methods
outperform supervised methods when small
datasets are used for pretraining (Deng et al.,
2009).

Figure 1: Forward and reverse time direction
of a broken Jar.

Owing to the advancement of medical
data acquisition techniques, it is possible to
acquire high dimensional data (Faisal and
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Tutz, 2021). Such data encompass a large
amount of information about the subject.
However, processing high dimensional data
is computationally expensive and also inef-
ficient due to redundancy and noise in the
data (Wang et al., 2021). Therefore, the di-
mensionality reduction techniques could be
useful. One of the most widely used mul-
tivariate techniques to estimate brain func-
tional networks from fMRI data is called in-
dependent component analysis (ICA). Un-
like other techniques based on general lin-
ear model (GLM) (Moeller et al., 2011), ICA
does not depend on prior information in cal-
culating time points. Furthermore, it could
help de-noise the fMRI data by decomposing
artifacts into independent components, shed-
ding off noise and redundant information in
the volumetric data (Salman et al., 2019b).

3. Methodology

The proposed method includes two phases;
the first phase is pretraining of the model
on (Human Connectome Project (HCP) time
courses and the second phase is transfer
learning, where the pretrained model is fur-
ther trained on four different datasets, de-
scribed in section 4. A generic block dia-
gram of the proposed method is shown in
Figure 2. To evaluate the performance of the
model, we used Area Under the ROC curve
(AUC) metric. The Receiver Operator Char-
acteristic (ROC) is a probability curve that
plots True Positive Rate (TPR) against False
Positive rate (FPR) at different thresholds.
The AUC score is therefore a measurement
of the ability of a model to distinguish be-
tween two classes. The performance of the
model is shown in section 4.1.

We have used three 1D convolutional lay-
ers followed by a fully connected with 256
units and a Bi-directional long short-term
memory (LSTM) layer and two more fully
connected layers. We feed ICA time courses

Figure 2: Training Scheme.

to the convolutional layers in the form of a se-
quence of windows. The output features used
for the convolutional layers are 64, 128 and
200 respectively and the kernel sizes used in
the first two layers are 4 each and in the third
convolutional layer is 3. Leaky Rectified Lin-
ear Unit (Relu) is used as an activation func-
tion in all the layers except in the last layer
where we used Softmax function to convert
the scores to a normalized probability distri-
bution. The convolutional layers essentially
act as an encoder. The encoder encodes the
input data into latent representations z. The
latent representation of the entire time series
is then fed to a Bi-directional LSTM layer
with 200 hidden units in sequence. The out-
put from biLSTM layer is fed to attention
layer to get the representation of entire time
series in the form of a single vector c. The
output is then passed through two fully con-
nected layers to get the classification scores
as shown in Figure 3. Further details of the
architecture can be found from this research
article (Mahmood et al., 2020).

4. Experiments and Results

In this section we have described the per-
formance of the Pre-Trained (PTR) model
on the datasets described in section 4.1.
The model is pretrained on time direction
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Figure 3: Architecture of the model.

of subjects from Human connectome Project
(HCP) (Van Essen et al., 2013). The pre-
trained model is then further trained on four
datasets for the downstream classification
task of three abnormalities, namely, Autism,
Schizophrenia and Alzheimer’s diseases from
healthy controls in the respective datasets.
Schizophrenia is a severe psychotic mental
disorder. The symptoms include diminished
emotional expressions, the lack of motiva-
tion, paucity of speech etc. Alzheimer’s Dis-
ease is also a neurological disorder which is a
progressive form of Dementia. It leads to de-
clining of memory functions and deteriorat-
ing social and behavioural functions. Autism
leads to severe social-emotional reciprocity,
affects non-verbal communicative behaviors
and also impacts the ability to understand
and maintain relationships. Interestingly, all
these three mental disorders have common
clinical features, as they present some kind of
impairment in the cognitive ability (Levine,
2020).

For both pre-training and the downstream
task of classification, we used the same ar-
chitecture as shown and described in sec-
tion 3. The datasets used for downstream

tasks are collected from the projects of Func-
tional Biomedical Informatics Research Net-
work (FBIRN) (Keator et al., 2016), Centre
of Biomedical Research Excellence (COBRE)
(Cetin et al., 2014), Autism Brain Imaging
Data Exchange(ABIDE) (Di Martino et al.,
2014) and Open Access Series of Imaging
Studies (OASIS) (Rubin et al., 1998). To
evaluate how well the pretrained model per-
formed, we also trained a model from scratch
for the downstream classification task. The
results of the experiments conducted are dis-
cussed in section 5.

4.1. Datasets

For pretraining, we used the ICA based data
from HCP project. It has 823 subjects in to-
tal. The pretraining was done based on the
time direction in FMRI data. We labelled
the normal time direction as 0 and then re-
versed the time direction in each component
and labelled it as 1. By adding up both the
classes, we got 1646 subjects with 823 repre-
senting forward time direction and the other
823 subjects representing reverse time direc-
tion. The model was able to learn order of
time with high precision.

We used four datasets to evaluate the per-
formance of the PTR model on the classifi-
cation task. For Schizophrenia classification,
we used COBRE and FBIRN. For Autism
we trained the model on ABIDE and for the
classification of subjects with Alzheimer’s
disease, we used OASIS. It is pertinent to
mention here that all the datasets used
in this study are Pre-Processed through
a method called Independent Component
Analysis (ICA). The fMRI data is processed
using Statistical Parametric Mapping Work-
ing (SMP12). Subsequently, only subjects
with head motion of ≤ 3◦ and ≥ 3mm
were chosen (Fu et al., 2019). For all the
datasets under study, we acquired 100 ICA
components and only 53 non-noise compo-
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nents were used for the training purposes.
ICA based data is handy because of its lower
dimensional nature. Unlike techniques such
as General linear model, this approach re-
quires no prior information in marking the
regions. One important advantage of ICA
based data is that it contains less noise then
the actual FMRI data which helps getting
good performance from the model (Salman
et al., 2019a).

4.1.1. Schizophrenia

For the classification of Schizophrenia (SZ),
two datasets were used; FBIRN and CO-
BRE.

In FBIRN, There are 311 subjects in to-
tal. The number of subjects possess SZ tal-
lies to 160 and the remaining 151 are the
healthy controls (HC). Each subject has 53
non-noise components with 140 time points
in each component. For experimentation, we
used non-overlapping windows of size 53 X
20. The number of windows calculated to
be 7 given that there were 140 time points.
To evaluate the performance of the model on
the said dataset, k-fold cross validation is ap-
plied. The validation and test data size was
59 each.

Similarly, COBRE has 157 subjects in to-
tal. The number of subjects affected by SZ
totals to 89 and the remaining 68 are the
healthy controls (HC). Similar to FBIRN,
Each subject has 53 non-noise components
with 140 time points in each component. For
experimentation, we used non-overlapping
windows of size 53 X 20. The number of
windows calculated to be 7 given that there
were 140 time points. To evaluate the per-
formance of the model on the said dataset,
k-fold cross validation is applied. Two hold-
out datasets of size 27 each were used for
validation and testing of the trained model.

15 25 50 75 90
Number of Subjects per Class

0.3

0.4

0.5

0.6

0.7

0.8

0.9

AU
C

FBIRN

Training type
NPT
PTR

Figure 4: AUC Scores for PTR and Not-
pretrained (NPT) models trained
on FBIRN.

15 25 40
Number of Subjects per Class

0.4

0.5

0.6

0.7

0.8

0.9

AU
C
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Training type
NPT
PTR

Figure 5: AUC Scores for PTR and NPT
models trained on COBRE.
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4.1.2. Alzheimer’s Disease

For the classification of Alzheimer’s Disease,
we used OASIS dataset.It has a total of 823
subjects, out of which 651 are Healthy Con-
trols and the remaining 172 are affected with
Alzheimer’s disease. Like FBIRN or CO-
BRE, Each subject has 53 non-noise com-
ponents with 140 time points in each com-
ponent. For experimentation, we used non-
overlapping windows of size 53 X 20. The
number of windows calculated to be 7 with
140 time points. The dataset is imbalanced
given that the HC class has way more records
then the other one. To tackle the class imbal-
ancing issue, we ran multiple trials by using
all the subjects with Alzheimer’s disease and
172 subjects from HC class in sequence to
make sure all the subjects are used in train-
ing and evaluating the model To evaluate
the performance of the model on the said
dataset, k-fold cross validation is applied.
Two holdout datasets of size 69 each were
used for validation and testing purposes.

15 25 50 75 100
Number of Subjects per Class

0.3

0.4

0.5

0.6

0.7

0.8

AU
C

OASIS

Training type
NPT
PTR

Figure 6: AUC Scores for PTR and NPT
models trained on OASIS.

4.1.3. Autism

The dataset ABIDE has 869 subjects.The
number of subjects affected by Autism totals

to 471 and the remaining 398 are the healthy
controls (HC). Similar to other datasets,
Each subject has 53 non-noise components
with 140 time points in each component. For
experimentation, we used non-overlapping
windows of size 53 X 20. The number of
windows calculated to be 7 given that there
were 140 time points. To evaluate the per-
formance of the model on the said dataset,
k-fold cross validation is applied. Two hold-
out datasets of size 237 each were used for
validation and testing purposes.

25 75 125 175 237
Number of Subjects per Class

0.45

0.50

0.55

0.60

0.65

0.70

0.75

AU
C

ABIDE
Training type

NPT
PTR

Figure 7: AUC Scores for PTR and NPT
models trained on ABIDE.

5. Results and Discussion

Our hypothesis was that training a model on
time direction of fMRI data could help in
learning hidden dynamics of the data which
in turn could help in any downstream task.
To prove our hypothesis, we pretrained the
model on HCP time courses. We had 53 non-
noise components in each subject in the HCP
dataset.We reversed the time points in each
component and pretrain the model on for-
ward and reverse time direction. We eval-
uated the classification ability of the pre-
trained model using four datasets. We ex-
perimented with different number of subjects
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per class to observe how well the model per-
forms even with fewer number of subjects to
train.

For Schizophrenia classification, We used
two datasets (FBIRN and COBRE) to fur-
ther train the model. Figure 4 shows the
details of classification result on FBIRN. It
is noticeable that even with fewer number
of subjects during training phase, the pre-
trained model generalizes well and the dif-
ference between the AUC scores obtained on
test data in both the setups is reasonably
large. When we increase the number of sub-
jects, the pretrained model gets more data
for training and thus the performance also
increases significantly. We see an increase in
the mean AUC score as evident from the Fig-
ure 4. The mean and median AUC score with
pretraining comes as 0.801 and 0.802 respec-
tively, while without pretraining the respec-
tive values are merely 0.70 and 0.71. For CO-
BRE, We used the same setup. The results
adhere with the previous findings, that is,
the pretrained model was able to outperform
the NPT model in SZ classification task, as
shown in Figure 5. With increasing number
of subjects per class, we see a proportional
increase in the AUC scores.

For Autism Vs Healthy Controls classifica-
tion, we used ABIDE. In line with the pre-
vious results, the pretrained model is able to
classify better even with 25 subjects in com-
parison to the model trained from scratch.
As the number of subjects increase, the
model starts performing well. An impor-
tant point to notice here is that even with
237 subjects available for training, the NPT
model has a median AUC score ≈ .61 in com-
parison to 0.67 when pretrained model was
used. The age ranges in HCP and ABIDE
are quite different with means 29.2 and 17.04
respectively (Mahmood et al., 2019), which
proves that the pretrained model learnt sig-
nal dynamics that helped in the downstream
task even with visible differences in both the

datasets. Please refer to Figure 7 for the re-
sults.

The dataset OASIS is used for classifica-
tion of Alzheimer’s Disease vs Healthy Con-
trols. As shown in Figure 6, there is not
a visible difference when we choose 15 sub-
jects for training. The reason behind this, in
our understanding, is the differences in both
the datasets. However, with increasing num-
ber of subjects per class, the model’s per-
formance gets better and the difference in
AUC score between PTR and NPT models
increase significantly.

6. Conclusion

In this paper, we have investigated the abil-
ity of the pretrained model to classify ab-
normalities from health controls. We have
demonstrated that a self supervised pre-
trained model on the time direction of fMRI
data can learn information that could help
classify better. We pretrained the model
on HCP time points. The time direction
was reversed and used both forward and re-
versed time directions for pretraining. The
performance of the pretrained model is eval-
uated using the datasets described in sec-
tions 4.1.3, 4.1.2 and 4.1.3. We have demon-
strated that training on time direction of
fMRI data using ICA time courses, in a
self supervised manner, gives significant im-
provement in the downstream classification
task. Pre-training with time reversal pro-
vides benefits that transfer across datasets.
Learning dynamics of fMRI helps to improve
performance of the model, as observed from
the results discussed earlier.The Pre-trained
model outperforms the NPT model signifi-
cantly even with fewer number of subjects
used for training. In future, we intend to skip
ICA preprocessing and work directly with
fMRI data.
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