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Abstract—The key of Human-Object Interaction(HOI) recog-
nition is to infer the relationship between human and objects.
Recently, the image’s Human-Object Interaction(HOI) detection
has made significant progress. However, there is still room for
improvement in video HOI detection performance. Existing one-
stage methods use well-designed end-to-end networks to detect a
video segment and directly predict an interaction. A side effect of
these approaches is that we have no way of knowing the human-
object pair of the interaction or the keyframes in which the
interaction took place. It makes the model learning and further
optimization of the network more complex. This paper introduces
the Spatial Parsing and Dynamic Temporal Pooling (SPDTP)
network, which takes the entire video as a spatio-temporal graph
with human and object nodes as input. Unlike existing methods,
our proposed network predicts the difference between interactive
and non-interactive pairs through explicit spatial parsing, and
then performs interaction recognition. Moreover, we propose a
learnable and differentiable Dynamic Temporal Module(DTM) to
emphasize the keyframes of the video and suppress the redundant
frame. Furthermore, the experimental results show that SPDTP
can pay more attention to active human-object pairs and valid
keyframes. Overall, we achieve state-of-the-art performance on
CAD-120 dataset and Something-Else dataset.

Index Terms—Dynamic temporal pooling, human-object inter-
action detection, temporal fusion

I. INTRODUCTION

The task of Human-Object Interaction understanding aims
to infer the relationships between humans and objects. For
example, in a video of ”drinking from a cup,” we not only
have to recognize that this is an activity of ”drinking” but
also localize the water cup being used from many objects
that exist in the scene. HOI tasks involve object detection
[1], [2], object tracking [3]–[5] and human pose estimation
[6]–[8]. The HOI research is significant to human-computer
interaction, intelligent robots, visual question answering, etc.

With the success of deep learning in various computer
vision tasks, significant progress has been achieved in human-
object interaction detection with various deep neural networks.
Compared with image data, video data provides additional
clues to identify objects in the interaction, but also increases
the difficulty of interaction recognition. On the one hand, ex-
isting methods [9]–[13] take advantage of one-stage networks
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to detect and classify HOIs, simultaneously. They construct
the video with many objects into a dense graph and directly
predict all possible human-object pairs. In other words, they
treat each object in the video equally, but in fact, not all
objects contribute to the interaction behavior in the video,
many objects in a video are irrelevant to the current interaction.
The strength of the relationship between each object and
human is different. The human-object pairs formed in this
way seriously affect the performance of the HOI recognition
network. Meanwhile, in the process of relation mining, we
cannot explicitly know the strength of the relationship between
humans and objects.

On the other hand, existing methods ignore the importance
of the analysis on the temporal dimension. Furthermore,
videos depict events about humans, such as their activities
and behaviors, with a lot of redundant information in the time
dimension. A straightforward method for temporal fusion in
video processing is conducting temporal neural network(TCN)
or recurrent neural networks(RNN). However, these methods
treat all frames equally without discriminating them by im-
portance. In fact, only a few keyframes are needed to express
the entire interaction, the other frames are mostly background
frames. Temporal fusion lies in parsing in time and empha-
sizing the compelling frames in videos that can represent the
distinct interactions and suppress redundant frames.

To address these problems, we proposed a Spatial Parsing
and Dynamic Temporal Pooling network(SPDTP), which con-
sists of five modules, among which the most important are
Spatial Parsing and Temporal Fusion. We argue that HOI
detection and human-object pairs parsing are tightly coupled
and can support each other. Spatial Parsing enables the spatial
subnet to automatically learn the strength of the human-object
relationship based on various features of the nodes. These
relationships are used to suppress non-interactive pairs and
further reduce the influence of objects unrelated to interaction
on interaction detection.

The second is Temporal Fusion which is illustrated in
Figure 1. DTM is composed of a temporal convolution,
equipping with Dynamic Temporal Pooling(DTP) instead of
fixed-weights pooling. DTP is based on the principle that
redundant frames in the video have high similarity, and frames
can be clustered or abandoned according to the similarity
and distinction so as to achieve the temporal parsing effect.
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Through the DTP, in the process of temporal fusion, we
can simultaneously identify some keyframes, and remove the
redundant information in the video.

Our proposed approach is evaluated on two challenging
datasets, including the CAD-120, Something-Else datasets.
Experimental results show that our model significantly out-
performs state-of-the-art methods. In particular, our approach
achieves 91.8% and 90.2% on subactivity and affordance F1
scores only using isolated videos on the CAD-120 dataset,
respectively. And on the Something-Else dataset, our approach
achieves 65.0% and 89.2% on top-1 and top-5 accuracy.

II. RELATED WORK

In recent years, the HoI detection problem has gradually
become the focus of machine vision research. This section
reviews previous work in HOI detection and graph neural
networks.

A. HOI detection

This task starts from the idea of “affordances” introduced
by J.J. Gibson [14]. It aims to identify not only the kind of
interaction but also the objects that interact. HOI prediction
represents the identification of all interactions that occurred
within this video. Compared with image-level HOI prediction
tasks, video has an extra dimension of time. Therefore how to
use time cues to improve performance is the focus of current
research.

There have also been significant advances in HOI detection
research in videos, mainly on the CAD-120 dataset. Koppula
et al. [15] proposed this dataset and introduced MRF-based
formulations to deal with spatiotemporal requirements. The au-
thors handcrafted a set of features for both humans (pose, joint
displacement, etc.) and objects (3D centroids, SIFT matching
transformations between adjacent frames, etc.). These features
are not used at the frame level, but collectively represent an
overall video segment. Similarly, Jain et al. [16] designed
a spatiotemporal graph to perform structured prediction on
videos composed of multiple segments. Chiou et al. [17]
further mine the temporal information in videos and propose
spatiotemporal HOI detection (ST-HOI), which utilizes tempo-
ral information such as human and object trajectories, correctly
localized visual features, and spatiotemporal pose features.

B. Graph neural network

Some methods [18]–[20] generalize neural network oper-
ations (such as convolution) directly from images to graphs.
However, the HOI problem requires a structured representation
to capture the high-level spatiotemporal relationships between
humans and objects. Some other works combine network
architectures with graph models [21], [22] and have achieved
results in applications such as object detection and parsing
[19], [23], scene understanding [24]–[26] and VQA [27]. How-
ever, these methods are only suitable for problems with a pre-
fixed graph structure. Long short-term memory (LSTM) [28] is
used to merge graph nodes to solve human parsing problems,
assuming nodes are mergeable. Qi et al. [12] proposed their

GPNN method for videos and constructed a spatiotemporal
graph. But it used the hand-craft features to initialize the node
features and edge relations in their initial graph and neglected
to deal with temporal features. Sunkesula et al. [29] introduced
the end-to-end LIGHTEN network to detect human-object
interactions from videos. In the process of spatial analysis,
the network uses Graph Attention Networks(GAT) [30] to
automatically parse the strength of the relationship between
objects. However, although LIGHTEN was able to parse the
spatial graph by AGCN, this model only used one layer of
RNN to parse the temporal graph in the time dimension.

III. METHOD

In this section, we present the details of our Spatial Parsing
and Dynamic Temporal Pooling network for HOI recognition
in videos.

A. Preliminary

Given an input video consisting of T frames such that
the video includes N entities of either human or object
class, we denote it as a graph G = {V,E}, where the
nodes V = {v1, v2, · · · , vN} correspond to N entities and
E denotes edges between nodes. We can define video features
as X = {xtn} and each individual is represented as a feature
vector for n-th entity at t-th time step. Let A ∈ RN×N be
the simple adjacency matrix whose entry Aij denotes whether
node i and node j are connected.

B. The Proposed Learning Architecture

The pipeline of our proposed method is shown in Fig. 1,
which can be divided into five stages, the first is the Graph
Construction, the second is the Temporal Enhancement,
the third is the Spatial Parsing, the fourth is the Temporal
Fusion, and the last is the Interaction Detection. First of
all, the initial is the Graph Construction, we build a three-
dimensional video into a space-time graph by locating and
extracting the multimodal features of each entity using pre-
trained models. In the second step, before parsing the rela-
tionship between human-object or object-object in space, we
added a step of Temporal Enhancement. This comes from
our intuitive feeling that the relationship depends not only
on the present moment but also on the past and the future.
Combining information from the past and the future enables
better exploration of spatial relationships in Spatial Parsing.
Then after we get a more accurate spatial relationship, we
do temporal parsing in Temporal Fusion to focus on more
meaningful frames. Finally, the category of HOI is predicted
through Interaction Detection. The overall network structure
is simple but effective and not simple stacking.

1) Graph Construction: We use Appearance Features,
Spatial Features and Semantic Features to construct initial
graph for representing the whole video in this paper. By
combining these three features, we get the node feature repre-
sentation of the two graphs called visual graph and semantic
graph. The adjacency matrix is initialized to be 1 for human-
object edges and 0 for others. Moreover the edge Aij between
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Fig. 1. Framework of the proposed Spatial Parsing and Dynamic Temporal Pooling network. The Graph Attention Network parses the graph into sparse graph
and merge the feature between nodes. The Dynamic Temporal Module learns keyframes from similarity and distinction between frames.

node i and node j represents the interaction between them, and
our task is to learn it, the edge weight Ai,j between human
and object is initialized to be 1 and 0 for others. During spatial
graph parsing, the edge weight is dynamically adjusted.

2) Temporal Enhancement: Human and objects state tran-
sition indicate HOI actions. The node features extracted in the
previous section are all based on the static images, and they
reflect the nodes’ states, e.g., attributes and relationships of
humans and objects. However, the attribute and relationship
transitions reflect the dynamic changes of objects over time
and help detect the active objects in a crowded scene. Zhuo.
et al. [31] construct an explainable video action reasoning
network using attributes and relations transitions. Compared
with directly predicting HOI, this method has achieved better
results, proving that the change of state overtime provides
more effective clues for HOI recognition. However, it in-
troduced attributes and relationship labels that were not in
the original dataset, and the HOI categories obtained do
not coincide with the original dataset. On the other hand,
some attributes or relationships are challenging to define in
language, which leads to inaccurate attributes and relationships
that are explicitly represented.

Unlike this method, an implicit method is adopted to extract
the feature of state changes over time without introducing
new annotations or definitions. Bi-directional Recurrent Neural
Networks(BiRNN) is used to evolve the temporal state transi-
tion as illustrated in Fig.1.

3) Spatial Parsing: We denote the temporal enhanced graph
in the video as Gt = (V t, Et). In Gt, there are multiple
objects, and not every object is related to the interaction
represented in the current video: In the video of moving the
cup, objects such as cups, microwave ovens, and bowls appear
in the same scene, but only human interaction with the cup.
Therefore, when identifying HOI categories, it is also essential

to simultaneously identify the interacting human-object pairs.
In this paper, we use the two-stream Graph Attention Network
[30] to parse the adjacency matrix and fuse the spatial features.

Graph Attention Network is a particular graph convolutional
neural network based on attention [32], and it does not need
pre-defined edge weights between nodes but analyzes the
relationship between nodes. Formally, let x̂tvi and x̂tvj denote
the temporal enhanced node feature os the source node and
target node. First, the normalized relationship between the two
nodes is mined using the attention.

atij = SoftMax(LeakyReLU(W t
g [x̂

t
vi , x̂

t
vj ])) (1)

Then the aggregation operation is performed as in graph
convolution but by the attention scores.

ytvi = σ(
∑
j∈N

(atijW
t
hx̂

t
vj )) (2)

We have two steam inputs, each of which embodies different
modalities of this video. Using GAT, we can analyze the actual
interactive objects in the video through the attention between
nodes from two streams, thereby judging the interaction be-
tween the objects. Finally, the features extracted from the two-
stream spatial networks are fed into the next temporal fusion
networks.

4) Temporal Fusion: Once the spatial features of each
frame of the graph are extracted, we process the features
of the graph in the temporal dimension to provide a feature
panorama of the entire fragment. As we know, in the frame
sequence, not all the frames are of equal importance for the
final classification, and the proposed model should pay more
attention to the representative frames. Previous works always
assigned different weights to different frames by attention



mechanism. However, the weights of each frame are thor-
oughly learned by the network implicitly, and it cannot give a
reasonable explanation why the model pays more attention to
some dedicated frames.

Our idea is to select a few frames from the frame sequence,
and these frames must have sufficient discrimination and good
quality. Therefore, we assign weights to frames based on their
quality and similarity among frames, rather than letting the
network learn by itself. This is the most significant difference
between this model and other methods. As shown in the
Temporal Fusion in Fig. 1, this module contains a two-stream
Dynamic Temporal Module(DTM), each DTM is alternately
stacked by TCN and Dynamic Temporal Pooling(DTP). DTP
is responsible for selecting the most appropriate frames within
a window as keyframes. The details of DTP are described in
Sec. III-C.

5) Interaction Detection: Finally, for each node, the merged
feature is fed into a readout function to output a label:

Given the node features from the parsed spatio-temporal
graph as Ŷ = [ŷh, ŷv1 , · · · , ŷvN−1

], the prediction of interac-
tion categories can be written as:

H = R(ŷh) (3)

where the readout function R(·) computes output subactivity
label Ah for human node feature ŷh and the readout functions
R(·) in this paper is a two fully connected layers MLP.

Nevertheless, for affordance prediction, we concatenate hu-
man node features along with object node features and feed
them into affordance readout layer:

Oi = R(Concat[ŷh, ŷvi ]) (4)

Loss Function We use two standard cross-entropy loss LH
and LO to constrain the two classifiers. The overall loss is a
weighted sum of the two losses and can be written as:

L = LH + λLO (5)

C. Dynamic Temporal Pooling module (DTP)

This module aims to define a general, end-to-end strategy
that allows one to merge temporal features hierarchically
dynamically. Formally, the input video after spatial parsing
Y ∈ RC×T , Y = {y1, y2, · · · yT } can be regarded as a sparse
graph, and only the adjacent frames are connected. We seek to
define a strategy to generate a new coarsened graph containing
T ′ < T nodes and produce more refined features. Existing
methods usually use average pooling or max pooling along
the time axis to merge the adjacent frames features. However,
we seek to assign different importance to the adjacent frames.
In other words, we need our model to learn a temporal fusion
strategy that will generalize within segments with different
numbers of frames, dynamically fuse redundant frames and
select the most representative ones.

The critical point of our DTP is that it uses the similarity
between adjacent frames and frames distinction as a mask for
the frame selection. Such mechanisms can allow frames to

spontaneously aggregate into multiple clusters, reducing node
redundancy. Our pooling operation can be regarded as a local
(in a small window), bottom-up node fusion method, and in the
process of fusion, it is selective to merge instead of selecting
all the frames.

Similarity Computing. We intend to focus more on frames
with distinct features and reduce redundancy. Lower attention
weights are assigned to those frames that share similar fea-
tures, while higher attention weights are assigned to those that
differ significantly. The attention weights of a frame depend on
its relationship and differences with the other frames. Given a
segment with τ frame nodes Y t = {yt−τ , . . . , yt, . . . , yt+τ},
we use yt as the center of pooling operations. The similarity
score sij between node yi and yj , i, j ∈ [t − τ, t + τ ], i < j
is calculated as follows:

sij =

j−1∑
k=i

θ(yk)φ(yk+1) (6)

where θ(yk) = Wθy
k and φ(yk+1) = Wφy

k+1 are two
embeddings to map the feature to another space. By obtaining
the similarity scores, we get the similarity between these three
frames. The mask for node selection is calculated as follows:

si = − 1

N

∑
j,i 6=j

sij (7)

where N is the number of frames in the window of y. When
a frame is more similar to other frames, its mask si is smaller,
and the assigned weight is smaller.

Distinction Computing In the entire video, the importance
of the information contained in each frame is different. It
is necessary to weaken the influence of the frame with low
distinction and strengthen the influence of high-distinction
frames. In time fusion, each frame should be assigned a critical
weight. Our attention realization is calculated as follows.

di = ψ(yi) (8)

where ψ is an distinction score generator for assigning di

for each frame. The more discriminative frame is assigned, the
greater the weight.

The final Softmax(di + si) is the normalized mask. After
getting the mask based on similarity and distinction, the
pooling operation is processed as follows:

ŷ =

i∈[t−τ,t+τ ]∑
i

Softmax(di + si)yi (9)

As is shown in Dynamic Temporal Pooling in Fig. 1, given
an input video with 7 frames, we calculate the similarity
score and do graph pooling with a stride of 2. Then we can
get a video with 3 frame nodes, but the output is selective
and weighted. From this figure, we can see that the assigned
weights of these three frames are different.



TABLE I
COMPARISON OF ACCURACIES OF SPATIAL PARSING WITH DIFFERENT

SETTINGS. ”TE” REPRESENTS TEMPORAL ENHANCEMENT OPERATION.

Methos TE Full connected Subactivity Affordance
GCN 84.29 85.63
GCN 85.21 85.89
GAT 85.98 87.65
GCN 87.99 85.27
GCN 88.75 85.51
GAT 91.83 90.24

TABLE II
COMPARISON OF TEMPORAL FUSION WITH DIFFERENT TEMPORAL

MODULE. ”S” REPRESENTS SIMILARITY METRIC AND ”D” REPRESENTS
DISTINCTION METRIC.

Experiments Models Metrics Subactivity Affordance
A Baseline - 87.58 87.56
B AvgP - 89.82 89.26
C MaxP - 88.36 89.81
D RNN - 89.23 88.60
E DTP S 90.60 89.27
F DTP D 88.87 89.45
G DTP S+D 91.83 90.24

IV. EXPERIMENTS

A. Datasets

The CAD-120 dataset is a video HOI detection dataset
containing 120 RGB-D videos of 4 subjects performing 10
indoor activities daily. Each activity is composed of a more
detailed sub-action video clip. In each video clip, humans were
annotated with activity labels from a set of 10 sub-activity cat-
egories (e.g., pour, move), and each object was annotated using
a set of 12 affordance categories (e.g., pourable, movable) ) to
annotate the affordance labels. The frame length of each clip
ranges from 22 to 150 frames.

The metrics used to evaluate our model on the HOI detection
task on the CAD-120 dataset are i) the subactivity F1 score
and ii) the object affordance F1 scores computed for the
human subactivity classification and the object affordance
classification. In this paper, we only additionally use bounding
boxes of humans and objects and no other additional data.

The Something-Something V2 dataset is a medium-sized
video action recognition dataset. The biggest difference be-
tween it and general datasets is that its content defines atomic
actions, and this dataset pays particular attention to time-series
relationships. The dataset contains 174 common human-object
interactions. During production, the dataset producer chooses
an action category (verb), performs it, and uploads a video
with an arbitrary object (noun) accordingly. The dataset has a
total of 12,554 different object descriptions. Something-Else
[33] (built on [34] with the compositional setting forcing the
combinations of action and objects cannot overlap between
training and testing sets). Something-Else contains 174 cat-
egories of activities but only 112, 795 videos (54, 919 for
training and 57, 876 for testing) with the compositional setting.

B. Implementation Details

We now discuss implementation details from both the model
and training perspectives.

Model: We use uniform sampling to select a fixed number
of frames, T, from each video clip (we use T=8 for our
experiments on the CAD-120 dataset). Furthermore, we extract
RoI crops from each frame and reshape them to a fixed size of
224×224×3. In our experiments, we use ResNet-50 as a feature
extractor to generate features for each graph node. Meanwhile,
we use a pre-trained ResNet to generate more generalized fea-
tures. To integrate human and object localization information,
we append the normalized bounding box coordinates of the
human/object to their respective semantic node features and
appearance node features.

Training: On the CAD-120 dataset, we implement our
model using PyTorch. During training, we set λ = 1 for the
overall loss to balance the loss between activity classification
and affordance classification. We use an SGD optimizer with
an initial learning rate of 2e−5, a learning rate decay factor
of 0.8, and a step decay of 20 epochs. We train our model on
Nvidia RTX 2080Ti GPU for a total of 300 epochs.

Similar to the training process on the CAD-120 dataset, we
train our models in 30 epochs and decay the learning rate by
the factor of 10 for every 5 epochs on Something-Else dataset.
All our models are fed with 16 frames and trained in a batch
size of 72 on this dataset. Because of the lack of object type
information, we mark all object types as ”Object.”

C. Ablation Study

In this section, we analyze and validate the role of each
component of the proposed SPDTP network, on the CAD-120
dataset.

1) Role of Temporal Enhancement: In general, changes in
attributes, in spatial positions, or in distance between instances
provide cues for the parsing of spatial graph. To test this
hypothesis, we designed an experiment that removed the
temporal enhancement to verify its effectiveness.

Experimental results are show in Table. I. There is a
significant drop in the performance of the network, regardless
of the spatial parsing variant. We argue that because of the
lack of temporal clus, resulting in the spatial graph parsing
difficulty increased, and ultimately affected the performance
of the network.

2) Role of Attention in spatial subnet: In spatial subnet,
we use GAT as our basic block, which utilizes an attention
mechanism to learn the strength of the relations between
nodes. Similarly, we also designed experiments to verify its
effectiveness and use a basic graph convolution network(GCN)
to replace the GAT in the spatial subnet. The difference
between GCN and GAT is that the adjacent matrix of the
former is fixed, while the latter can be dynamically generated
by input data. Experiment results are shown in Table. I. We
observe improvement while using GAT as a basic block instead
of GCN. Not all objects in the scene are related to the current
action. The fixed adjacency matrix causes the network to be



(a) Subactivity Detection (b) Affordance Detection

(c) Subactivity Anticipation (d) Affordance Anticipation

Fig. 2. Confusion matrices for human-object interaction detection setting on
CAD120 dataset(Subactivity in the left and affordance in the right). It can be
seen that the two actions of opening and reaching are easily confused, and
the video clips of the two actions are similar in appearance.

affected by irrelevant features, thereby dropping the final per-
formance of the network. Simultaneously, we can observe that
the more predefined edges, the worse the performance of the
network(the result of GCN is better than full connected GCN).
Since the CAD-120 dataset mainly contains the interaction
between humans and objects, there are almost no interactions
between objects.

3) Role of Dynamic Temporal Module: Finally, we verify
the role of the entire dynamic temporal pooling. We use
temporal convolution without pooling as a baseline. Then
we add average pooling or max pooling in the process of
temporal convolutions, or we use RNN to replace temporal
convolutions. Finally, we use the proposed DTP to replace the
original pooling.

Experimental results are shown in Table II. Compared with
the baseline, the accuracy of the model with pooling has been
improved to varying degrees, indicating that pooling has the
ability to eliminate redundancy and extract salient features
to a certain extent. Compared with avg pooling and max
pooling, our proposed DTP is improved by 2.01% and 3.47%,
respectively. This is because the proposed DTP can infer the
importance of features from two aspects of Similarity and
Distinction, which is more effective than avg pooling and max
pooling. At the same time, it can be seen from the results that
neither the lack of Similarity nor Distinction can achieve the
best effect.

D. Quantitative Evaluation

Confusion Matrix: The confusion matrices for detection
and prediction tasks on CAD-120 are shown in Fig. 2. The
ordinate of the confusion matrix represents the ground-truth
label, and the abscissa represents the predicted label. Each
value in each row represents the probability that a category is

TABLE III
COMPARISON WITH THE STATE-OF-THE-ART ON HOI DETECTION TASK

ON CAD-120

Methods
F1 Scores

Human Object
Activity Affordance

ATCRF [35] 80.4 81.5
S-RNN [16] 83.2 88.7
S-RNN (multi-task) [16] 82.4 91.1
GPNN [12] 88.9 88.8
LIGHTEN w/o Seg-RNN [29] 85.9 88.9
LIGHTEN (full model) [29] 88.9 92.6
SPDTP 91.8 90.2

TABLE IV
COMPARISON WITH THE STATE-OF-THE-ART ON ANTICIPATION TASK ON

CAD-120

Methods
F1 Scores

Human Object
Activity Affordance

ATCRF [35] 37.9 36.7
S-RNN [16] 62.3 80.7
S-RNN (multi-task) [16] 65.6 80.9
GPNN [12] 75.6 81.9
LIGHTEN w/o Seg-RNN [29] 73.2 77.6
LIGHTEN (full model) [29] 76.4 78.8
SPDTP 81.9 78.8

predicted to be another category. From the confusion matrix
of affordance detection, it can be seen that most of the wrong
results are wrongly predicted to be static. The misrecognition
is particularly pronounced in the category with the ground-
truth label cleaner, as objects in this category tend to move
relatively little during the sub-activity.

E. Comparison with state-of-art

Finally, we compare with previous results on CAD-120 in
Table III and IV. To our knowledge, all previous work on
human-object interaction tasks in CAD-120 uses hand-crafted
features provided by the CAD-120 dataset, except LIGHTEN
[29]. We compare our method against the existing works on
CAD-120: ATCRF [35] , S-RNN [16] , and GPNN [12] and
LIGHTEN [29]. Our proposed network achieves state-of-the-
art performance with subactivity detection F1 score of 91.75,
but the affordance detection F1 score of 90.24 is lower than
LIGHTEN(full model). This is because the Seg-RNN used in
LIGHTEN(full model) gets three segments as input and lever-
ages these inter-segment dependencies. It can significantly
improve performance compared to predictions from frame-
level temporal subnetworks. However, our network only inputs
the current segment of video and gets better performance
than LIGHTEN(w/øSeg-RNN). Because the proposed DTP
focuses more on dynamic changes, we can achieve better
results on Subactivity. However, affordance tends to be more
static, resulting in inferior results from models such as S-RNN.

Experimental results on Something-Else dataset are re-
ported in Table V. ”STRG” is short for Space-Time Region
Graph. And ”I3D +STIN +OIE + NL” means combining
the appearance features from the I3D model and the fea-



TABLE V
COMPARISON WITH THE STATE-OF-THE-ART ON SOMETHING-ELSE.

Method Accuracy(%)
Top-1 Top-5

STIN [33] 47.1 75.2
STIN + OIE [33] 51.3 79.3
STIN + OIE + NL [33] 51.4 79.3
STRG [36] 52.3 78.3
I3D [37] 46.8 72.2
I3D + STIN + OIE + NL [33] 54.5 79.4
SPDTP 58.8 84.2
I3D, STIN + OIE + NL [33] 58.1 83.2
I3D, SPDTP 65.0 89.2

tures from the STIN+OIL+NL model by joint learning. ”I3D,
STIN+OIE+NL” means a simple ensemble model combining
the separately trained I3D and the trained STIN+OIE+NL
model. Different from other works in Table V, we use ResNet-
50 as our appearance feature extractor. Experimental results
show that our methods achieve state-of-the-art performance
on both top-1 and top-5 accuracy.

In particular, our ”SPDTP” network gain 4.3% and 5.8%
compared with ”I3D + STIN + OIE + NL” on top-1 and top-5
accuracy, respectively. When in a ensemble combination way,
out ”I3D, SPDTP” model outperform the ”I3D, STIN + OIE
+ NL” by 6.9% and 6.0%.

F. Qualitative analysis on Spatial Parsed Graph

Although we initialize the edges between humans and ob-
jects as 1, the SPDTP can automatically learn the relationship
between humans and objects. Fig. 3 shows the spatial parsing
results of some videos. The stronger the relationship, the
thicker the arrow. As can be seen from the thickness of the
arrows, the relationship between the proposed network parsed
is correct. This proves the effectiveness of our network.

G. Qualitative analysis on Temporal Parsed Graph

Fig. 4 shows the different weights assigned to different
video frames by our proposed SPDTP in the process of
detecting interactions. The height of the curve shows the size
of the assigned weight. As can be seen from the figure, the
network mainly focuses on three parts, one is the starting state
of the action, the other is the rapid change in the middle, and
the third is the final result state, which is consistent with our
human understanding of interaction.

V. CONCLUSION

In this paper, we proposed a hierarchical approach for iden-
tifying Human-Object Interaction. The spatial subnet parses
the dense graph with a two-stream network and generates a
sparse graph. And a temporal subnet with dynamic temporal
pooling reduces the redundancy in time and extracts temporal
features. Experimental results validate the effectiveness of our
novel model components, and our proposed network achieves
better performance of our proposed technique on two public
video datasets.

Fig. 3. Visualization of some spatial parsed graphs. The thickness of the
arrow represents the strength of the relationship.
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