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Abstract—Accurate traffic forecasting, the foundation of in-
telligent transportation systems (ITS), has never been more
significant than nowadays due to the prosperity of smart cities
and urban computing. Recently, Graph Neural Network truly
outperforms the traditional methods. Nevertheless, the most
conventional GNN-based model works well while given a pre-
defined graph structure. And the existing methods of defining
the graph structures focus purely on spatial dependencies and
ignore the temporal correlation. Besides, the semantics of the
static pre-defined graph adjacency applied during the whole
training progress is always incomplete, thus overlooking the
latent topologies that may fine-tune the model. To tackle these
challenges, we propose a new traffic forecasting framework—
Spatio-Temporal Latent Graph Structure Learning networks (ST-
LGSL). More specifically, the model employs a graph gener-
ator based on Multilayer perceptron and K-Nearest Neighbor,
which learns the latent graph topological information from the
entire data considering both spatial and temporal dynamics.
Furthermore, with the initialization of MLP-KNN based on
ground-truth adjacency matrix and similarity metric in kNN, ST-
LGSL aggregates the topologies focusing on geography and node
similarity. Additionally, the generated graphs act as the input
of the Spatio-temporal prediction module combined with the
Diffusion Graph Convolutions and Gated Temporal Convolutions
Networks. Experimental results on two benchmarking datasets
in real world demonstrate that ST-LGSL outperforms various
types of state-of-art baselines.

Index Terms—Traffic Forecasting, Graph Structure Learning,
Graph Neural Networks, Temporal Convolutional Networks

I. INTRODUCTION

Owing to the proliferation of urbanization, transportation
systems have been under heavy stress and intractable. For-
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tunately, with the pervasive use of the sensors deployed in
cities, intelligent transportation systems (ITS) as well as smart
city has intrigued the public and highlighted manifold merits.
Traffic forecasting, which means predicting the future traffic
volume from past observed data, truly plays a pivotal role in
smart city efforts and Spatio-Temporal data-mining [[1] [2].
Through forecasting future traffic, it provides related depart-
ments references in constructing smart cities from managing
modern traffic, reducing the risk of public safety emergencies,
etc. From another perspective, owning a smooth outing plan
based on the information brought by traffic forecast, the living
quality of most people could be improved as well. To sum
up, accurate traffic forecasting is a meaningful and urgent
problem.

More recently, deep learning technique, especially Graph
Neural Networks (GNN), is widely used in traffic forecasting.
The modeling of spatio-temporal traffic forecasting can be
divided into two major portions: extracting temporal features
and spatial features. To capture temporal dynamics, the traffic
dataset can be regarded as a time series among nodes on
a graph, consequently, the recurrent neural network (RNN)
represented by GRU [3]] [4] and LSTM [5] is commonly
utilized to model the complex temporal correlations. How-
ever, so as to solve the problem of the high computational
complexity of RNN and the accumulation of errors during
iteration, gated temporal convolutions, which often consist of
1-D convolution and gated linear units (GLU), are widely used
[6], to enable models to be more flexible and lightweight as
well as facilitate parallel computation. Furthermore, in order
to build a larger receptive field with the layer increasing, the
dilated causal convolution networks represented by WaveNet
[7] are used to extract the temporal correlation of the traffic
dataset [8] [9] [10]. Meanwhile, with the broader applications



and excellent performance of the self-attention mechanism
represented by transformer in natural language processing
and computer vision, the attempt of self-attention in spatio-
temporal data-mining, especially in traffic forecasting, has
gradually sprung up [11].

On the other hand, GNN are adopted to represent the spatial
topologies while dealing with the non-euclidean data in the
real-world traffic forecasting scenario. Nevertheless, the graph
structure, the premise of GNN methods’ tremendous perfor-
mance, isn’t generally available or it could be fragmented.
Hence, there are myriad methods and explorations to deal
with this issue. The four most commonly employed solutions
are as below: 1) Pre-defined: calculating the geographic
distance between pair-wise nodes and then using the threshold
function [6] [3]]. 2) Adaptive: multiplying the learnable node
embedding to build the graph structure adaptively [12]. 3)
Dynamic: using hyper-network for fusing the current and
historical information of the nodes [4] or tensor decomposition
reversely [9] to generate the graph structure at each time
step dynamically. 4) GAT: calculating the correlation weights
based on GAT between the pair-wise nodes [[13]] on the fully
connected graph to avoid defining general graph adjacency
matrices [[14].

However, the aforementioned manners have their own lim-
itations and drawbacks:

e The pre-defined approaches with the same static graph
adjacency during the whole training process are too intu-
itive and not able to embrace quite complicated topologies
about spatial correlations.

o The adaptive and dynamic methods always initialize a
random tensor which is automatically updated during
training and the interpretability of the models is poor.

o The GAT-based approaches don’t take into account not
only the correlation between higher-order neighbors but
also temporal dynamics.

To address the above challenges, inspired by graph structure
learning applied across numerous domains [15], we propose
a new framework Spatio-Temporal Latent Graph Structure
Learning networks (ST-LGSL), for traffic forecasting. Pri-
marily, in ST-LGSL, we adopt a Latent Graph Structure
Learning module (LGSLm) within two different categories
of graph generators based on Multilayer perceptron (MLP),
called MLP-based generator. The LGSLm utilizes the entire
traffic datasets, which could be regarded as each node having
a feature vector at all time steps, as the input to mine the latent
graph structure and topological information thus extracting
both spatial and temporal features. Then the graph structure
is fed into a spatio-temporal prediction module within Diffu-
sion Graph Convolutions and Gated Temporal Convolutions
Networks (TCN). Besides, to shorten training time and settle
in a better local optimum, a curriculum learning strategy is
employed.

We highlight the major contributions of our work as follows:

o We propose a novel traffic forecasting framework (ST-
LGSL) which mines the latent graph structure by MLP,

with the cooperation of the stacked Spatio-Temporal
prediction layers, which contain diffusion convolutions
layers and temporal convolutions layers, and curriculum
learning training strategy.

o ST-LGSL preserves the latent topologies about both node-
wise similarity and geographical information, with the
help of MLP-KNN graph generator which contains the
similarity function and ground-truth initialization method.
Compared with the aforementioned constructing methods,
ST-LGSL also has stronger interpretability and contains
high-order features of neighbors.

¢ Our extensive experimental results on two real-world
datasets (evaluating both traffic speed and traffic flow)
show that ST-LGSL outperforms various types of state-
of-art baselines. And we conduct the model efficiency re-
search especially Latent Graph Structure Learning Mod-
ule during the forecasting process by visualizing the
graph structures.

II. RELATED WORK
A. Traffic Forecasting

Existing models are divided into two major components in
traffic forecasting: Spatial features modelling and Temporal
features modelling. Initially, the statistical and traditional
machine learning methods (e.g., auto-regressive (AR), and
auto-regressive moving average (ARMA), auto-regressive in-
tegrated moving average (ARIMA) [16] [17], etc. ) applied
in traffic predictions regarding the task as a pure time series
forecasting study, thus focusing on the single variant. Fur-
thermore, with the rising growth of deep learning in various
domains like Computer Vision and Natural Language Process-
ing, spatial dependency modelling extract increasing attention.
Different deep learning frameworks (i.e., CNN and GNN)
and various spatial topology constructions are closely related.
In the beginning, Zhang et al. [18] employed grid patterns
to represent the traffic network structure so that CNN can
be applied to extract the spatial topologies. Moreover, GNN
show more vital representational ability for non-European
data, naturally suitable for traffic forecasting. The key to
the GNN is the construction of a graph and the methods
of aggregating the features among graph nodes. The pre-
defined methods, which consist of distence-meature [3] [6]
and similarity-meature [19]] function, are commonly used to
constructing the graph structure previously. To explore more
complex topological informations, an adaptive approach was
employed in [12] and [8], while diverse methods are used to
generate dynamic graph at every time step in [9]], [4], [20], [21]]
and [22]]. With the advance of the attention mechanism, GAT,
which regards the graph as a full-connected graph and uses
the weighted attention matrix to denote the correlation, is em-
ployed in [[13]] and [14]. As for aggregating the features from
neighbours on graphs, the graph convolutions are commonly
used, which is divided into main categories as follows: 1)
the Chebyshev which ues Chebyshev polynomial [|6] [23]; 2)
diffusion convolutions which use bidirectional random walks
[3]] [24]; 3) mix-hop convolutions which contain information



propagation step and information selection step [10] [4]]. As to
temporal dependency modeling, the most common approach
is to use RNN, e.g., GRU and LSTM [23]. To tackle
the limitations of RNN, TCN is widely adopted, e.g., [6]
, etc. Also, more recently, more applications of self-
attention and transformer in traffic forecasting are emerging
[11]. Instead of separating spatial and temporal dynamics in
isolation, the exploration of fusing the two dimensions is more
in-depth. In [26]], spatial and temporal features are fused in a
single graph which is provided for GNN training.

B. Latent Graph Structure Learning

Owing to the expressive power of GNN applied in non-
Euclidean data, GNN has earned a brilliant achievement
in various domains. Nevertheless, GNN performs well only
when the graph structures are given properly. To address the
challenges, which the graph structures are not available or too
noisy in the real world, Graph Structure Learning comes into
being, especially latent graph structure learning as mentioned
in [27]. Latent Graph Structure Learning primarily is studied
in node classification. The sampling from the Bernoulli distri-
bution was used in [28], which is learned during the training
process for each possible edge, to construct graph structures.
In [29], similarity metric and iterative method adopt to learn
the graph structure and graph representation simultaneously.
And the graph auto-encoder (GAE) was employed as a graph
generator and a novel data augmentation way on graphs was
proposed in [30]. In [31]], Graph Convolutions Neural networks
(GCN) is applied to calibrate the existing graph structures.
The Multilayer perceptron was applied to construct the spatial
topological structures in and [32]). All methods mentioned
above learn from the real data to generate the graph structures
and mine the latent topologies. For more details, please refer
to [I5]. However, Graph Structure Learning rarely applies
to Spatio-Temporal data-mining, especially traffic forecasting.
Earlier, the LDS in was applied to better solve multi-
variate time series predictions [33]. In this work, we adopt
a similar idea to and propose a novel Latent Graph
Structure Learning framework, which is more suitable for
traffic forecasting.

III. METHODOLOGY

In this section, we primarily formalize problems and def-
initions of traffic forecasting and then present detailed de-
scriptions of different parts of the proposed ST-LGSL. The
overall framework of the proposed model is illustrated in
Figure [T} which shows that the entire data is fed into the
Graph Generator (Latent Graph Structure Learning module)
as graph node features, later the generated graph structure
and the sequential data are fed into stacked Spatio-Temporal
layers with Gated TCN, Diffusion Graph Convolutions using
Curriculum Learning Strategy. The more details are as follows:

A. Problems and Definitions

Traffic forecasting is essentially based on pre-observed
traffic data to predict future traffic. Generally, we can regard

The entire data
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Fig. 1. The framework of the proposed ST-LGSL

the complex traffic road as a sensor network composed of M
sensors, which can be expressed as a weighted directed graph
G = (V,e, A). Among them, V represents the position of each
node of the transportation network, and |V| = M; ¢ is a set of
edges and A € RM*M jg a weighted adjacency matrix used to
reflect the proximity between nodes. We regard the traffic flow
that can be observed in the graph as a graph signal, which can
be expressed as X € RM*N_ where N represents the number
of features of each node (e.g., traffic volume, speed, etc.). In
each period ¢, we denote X (t) as the observed graph signal.
In general, the traffic forecasting problem can be summarized
as: In a given transportation network G = (V, ¢, K), it could
realize the mapping of the graph signal from the historical
period T to the future period 7" after learning a function p(-).
The more details are as follows:

[(X14t-1,- ., X(1); G] ) [Xigt, o, X(r4)]

where, (XlthfTa s 7X(t)) = Xt+17T:t S RMXNX(T*I)
c RM><N><(T'71)

)

(X1+t, ey X(T’+t)) = Xt+1:t+T’

B. Latent Graph Structure Learning

The Latent Graph Structure Learning module (LGSLm)
consists of two components: 1) Graph Generator; 2) Normal-
ization Processor. In the rest of this subsection, we initially
formalize the general paradigm of LGSL and our two graph
generators in detail respectively. Next, we introduce Normal-
ization Processor more specifically.

1) Graph Generator: Inspired by [27], the general
paradigm we abide by afterwards of a graph generator is
defined as a function Eq. (2):

G :R™T — R (2)

where n denotes the number of the nodes in a traffic dataset
and 7" denotes the number of all recorded time steps. Hence,
the entire data X € R™*7 and the generated graph structure
A’ € R™™™, The function G contains parameters fg. which



tend to learn and optimize during training. Generally, G is able
to map the serialized traffic dataset to the graph structure in
a data-driven way thus learning the latent graph topological
information. However, the direct mapping is hard to train
and computationally heavy. Therefore, we convert Eq. ()
to Eq. (3) and propose the following a Graph Generator to
overcome it.

G :RnXT _)RnXT/ _)Rnxn’ (3)

where T’ denotes the time embedding which is far less than
T.

MLP-KNN: For this generator, we adopt the MLP and k-
nearest neighbors to complete the first and second phases of
the Eq. (@) respectively. MLP-kNN is formulized as:

G :A' = ENN(MLP(X)) )

where MLP : R*™T — R"*T" employs MLP to encode
the nodes embeddings, kNN : R™*T" — R yses kNN
to produce a graph adjacency matrix and X € R™*7, More
specifically, as to the details of kNN, we primarily calculate
the top-k Sim-Matrix T € R™*™ and function Sim-Matrix S €
R™*™ which are defined as Eq. (3), Eq. (6):

v; is in the set of top k similar nodes to v;

otherwise
)
Sij = SiIIl(.El7 Ej), (6)

where E; and E; denote the node embeddings of node 7 and
7 after passing the MLP, and Sim is the similarity function
(could be cosine, etc.). Then the kNN (-) is defined as:

A'=kNN(E)=ToS, 7)

where the © denotes the element-wise Hadamard product and
FE represents the node embeddings produced by MLP.

To aggregate and enhance the geographical information, we
initialize the parameters of MLP-kNN ¢ before training to
enable it to generate the pre-defined adjacency matrix based on
the distance function. Of course, such an initialization method,
when applied for other tasks that do not have a pre-defined
graph structure, is not required.

All in all, MLP-kNN generator, which learns the entire
temporal features of all nodes and initializes with the ground-
truth spatial topologies as the starting point, extracts spatial
and temporal dynamics simultaneously.

2) Normalization Processor: A’ that the graph generator
produce may be neither symmetric nor normalized. To address
this issue, let A = Sym(Norm(A’)). In particular, we
formulize as Eq. (8):

A= %D*% (ReLU(A) + ReLU(A)T) D2 (8)

where ReLU is element-wise activation function, D represents
the diagonal degree matrices of 1(ReLU(A’) + ReLU(A")T).
Further, 1 (ReLU(-)+ReLU(-)") corresponds to Symy(-) and
%D_%(-)D_% corresponds to Normy(-).

C. Gated Temporal Convolutions Layer

Due to heavy computational complexity and less parallel
computation, we replace GRU or LSTM with TCN for our
temporal modeling. In particular, we employ the Gated Tempo-
ral Convolutions Layer, which is separated into two portions:
1) dilated causal convolution; 2) Gating mechanisms.

1) dilated causal convolution: The receptive field of dilated
causal convolution expands exponentially with the increase of
the number of layers, while the standard 1-D convolutions
enlarge linearly. Hence, the dilated causal convolution is a
special instance of the standard 1-D convolutions. Formally,
the dilated causal convolution is written as:

K—1
X g £(t) = D F(£)iXi—axs ©)
i=0
where X € RT and f(t) € RX represent the feature vector
and convolution filters at time step ¢, respectively, d denotes
the dilation factor which actually enables dilated causal con-
volution to stack fewer layers yet capture increasing features
than the standard one.

2) Gating mechanisms: Gating mechanisms are an effective
technique widely applied in lots of domains (e.g., LSTM,
GRU, etc.). We use Gating mechanisms combined with the
above dilated causal convolution called Gate TCN like [8]].
Mathematically, the Gate TCN is formulized as:

h =tanh (©1 x4 X +b) ©® 0 (O3 x4 X + ¢) (10)

where tanh(-) and o(-) denote the activation functions, ©1,
®5, b and c denote the parameters of convolutions, *4
represents the dilated causal convolution and the ® denotes
the element-wise Hadamard product.

D. Diffusion Convolution Layer

GCN are broadly adopted to aggregate the spatial features
from neighbors, which is a vital operation for GNN. In this
work, we choose the diffusion convolution layer which is
proved to be more suitable for spatio-temporal prediction.
Formally, regarding a directed graph, the diffusion convolution
layer we employed is written as:

K
Z=) PiXWi +PiXWj2 + A*XWyy, (1)
k=0
Py = A/rowsum(A), (12)
P, = AT/rowsum (AT) , (13)

where P; and P; represent the forward transition matrix
and backward transition matrix, respectively, A denotes the
ground-truth graph adjacency matrix, A denotes the latent
graph structure which the LGSL module generates, and
W1, Wio, Wy are learnable parameters. Certainly, the
ground-truth graph adjacency matrix is not obligatory, while
the ground-truth geographical information is unavailable or
incomplete. Thus, the diffusion convolution layer could be
defined as:

K
Z= ZAkXW
k=0

(14)



E. Curriculum Learning Strategy

In traffic forecasting tasks, it is obvious that long-term pre-
dictions are much more difficult than short-term predictions,
so long-term predictions contribute more to training loss than
short-term predictions. Therefore, when designing the loss
function, the common attempt is to optimize the overall loss
of the model by minimizing the long-term predicted loss.
Inspired by the idea of curriculum learning and [[10]], we adopt
a similar Curriculum Learning Strategy yet without a sub-
graph algorithm. In particular, this training strategy begins
with predicting purely next-one step afterward and gradually
increases the steps of the predictions until the maximum steps
of forecasting (12 steps/1 hour in this task).

Based on the above, we outline the train strategy in Algo-
rithm [Il

Algorithm 1 Curriculum learning training strategy of ST-

LGSL

Input: The dataset O, node feature F, the model f(-) with
the total parameters ©, learning rate -y, batch size b, step
size s

Set: iterated number it = 1, task level r = 1
fetch a batchsize of data (X € RXTXNXD |y ¢ RbXT'xN)
from O

repeat
if it % s==0and r < T’ then
r=r+1
end if
compute ) = f(X[y5 0], F3©)

compute £ = loss(YV[:,: r,:], Y] ry2])
compute the stochastic gradient of ® according to L.
update model parameters @ with their gradients
it =1+ 1
until convergence

IV. EXPERIMENT

In this section, we conduct extensive experiments to evaluate
our proposed ST-LGSL model on two real-world datasets.
Moreover, the experimental results are demonstrated compared
with various competitive frameworks, both conventional ma-
chine learning models and deep learning models.

A. Dataset

We validate the performance on two public transportation
network datasets, e.g. a Los Angeles dataset and PEMSOS,
which are demonstrated in Table [l

Both datasets aggregate traffic data in 5 minutes, and
each sensor contains 288 data records per day. The datasets
contain three aspects of information, namely flow, speed, and
occupancy. This work selects traffic speed from PeMSD8 and
METR-LA while selecting traffic flow from PeMSD8. The
spatial adjacency network that may be used for the ground-
truth information for each dataset is constructed from the

actual road network based on distance, which is similar to
the pre-processing in [3]], which is defined as follows:

2

d?)'.’l)' .
A _ exp (_ 0-2]> ) if dvi,vj <k
Vi, V5 T
0, otherwise

5)

TABLE I
DESCRIPTION OF METR-LA AND PEMS08

Datasets Nodes  Edges  TimeSteps
METR-LA 207 295374 34272
PEMSO08 170 295 17856

B. Baseline Methods

We compare ST-LGSL with those following models:

o« DCRNN: DCRNN uses bidirectional random walks and
encoder-decoder for the spatial dependency as well as
adopts scheduled [3].

o Graph WaveNet: GraphWaveNet adds a self-adaptive
adjacency matrix into graph convolution and employs
wavenet frameworks [8]].

o ASTGCN: ASTGCN develops a spatial-temporal atten-
tion mechanism to capture the spatial- temporal correla-
tions through calculating the attention matrix [23]].

o GMAN: Graph Multi-Attention Network (GMAN) uses
an Encoder-decoder architecture, which consists of mul-
tiple attention mechanisms [34].

o« MTGNN: MTGNN proposes a novel mix-hop propaga-
tion layer and a dilated inception layer for extracting
spatial and temporal dynamics [10].

C. Experiment Settings

In this experiment, we split the dataset METR-LA and
PeMSDS8 into training, validation and testing sets with a ratio
of 7:2:1. Moreover, we set the batch size as 64. During
training, we adopt learning rate decay strategy and choose
1.0 x 1072 as the starting learning rate and weight decay is
0.0001. All experiments run on the Linux OS machine with an
NVIDIA GeForce GTX 3080 (12GB) GPU and an NVIDIA
Titan V (12GB) GPU. Furthermore, the proposed model is
built by Pytorch.

On ST-LGSL, the arguments are set as follows: We set
the ground-truth adjacency to double transition and set epoch
to 1000 while employing the early stop strategy, where the
tolerance is 100. In the MLP-kNN graph generator, we set
the non-linear activation function to ReLU. As for the ini-
tialization of MLP-kNN, we adopt the ground-truth adjacency
matrix as the target, the similarity function as cosine, and the
k of kNN as 20. In contrast, the epoch of initialization is the
hyperparameter that is further discussed in the later subsection.
As to the normalization processor, we choose the symmetric
and non-symmetric for comparison.



TABLE 11
PERFORMANCE OF SPEED PREDICTIONS COMPARISON BETWEEN BASELINE MODELS AND ST-LGSL oON METR-LA AND PEMSO08 DATASETS.

Dataset Models Horizon 3 Horizon 6 Horizon 12
MAE  MAPE(%) RMSE \ MAE  MAPE(%) RMSE \ MAE  MAPE(%) RMSE
PEMSDS8 VAR 1.1326 2.24 2.0714 | 1.7166 3.56 3.3052 2.1662 4.67 4.2502
HA 2.8118 6.31 5.6763 | 2.8097 6.3 5.6731 2.8045 6.27 5.6645
DCRNN 1.1957 2.36 2.4677 | 1.5349 3.25 3.3032 1.9051 4.27 4.1449
ASTGCN 1.3792 2.96 2.9935 | 1.6445 3.58 3.6193 1.9946 4.36 4.2879
GMAN 1.1375 2.34 2.6752 | 1.3236 2.93 3.3952 1.5121 3.55 4.0526
Graph WaveNet  1.1184 2.33 2.5531 | 1.3847 32 3.5325 1.6044 3.91 4.2426
MTGNN 1.1404 2.34 2.5736 | 1.3975 3.14 3.4912 1.6324 3.94 4.2491
ST-LGSL 1.1153 2.19 24654 | 1.3752 292 3.3372 1.3333 2.87 3.1887
METR-LA VAR 4.4250 10.2 7.8948 | 5.4152 12.7 9.1347 6.5278 15.8 10.1156
HA 4.1619 13 7.8017 | 4.1633 13 7.8063 4.1671 13 7.8022
DCRNN 2.7720 7.3 5.3864 | 3.1578 8.8 6.4517 3.6087 10.5 7.6066
ASTGCN 4.8613 9.21 9.2724 | 5.4339 10.13 10.6118 | 6.5139 11.64 12.5235
GMAN 2.7716 7.25 5.4834 3.077 8.35 6.3421 3.4068 9.72 7.2201
Graph WaveNet — 2.6927 6.9 5.1537 | 3.0751 8.37 6.2289 3.5364 10.01 7.3732
MTGNN 2.6906 6.86 5.1858 | 3.0588 8.19 6.1717 3.4989 9.87 7.2382
ST-LGSL 2.6750 6.86 5.0859 \ 3.0537 8.4 6.1256 \ 3.5036 10.1 7.2195

TABLE IIT

PERFORMANCE OF FLOW PREDICTIONS COMPARISON BETWEEN BASELINE MODELS AND ST-LGSL ON PEMS08 DATASET.

Metrics ‘ VAR DCRNN STCCN  ASTGCN  Graph WaveNet GMAN STGCN ‘ ST-LGSL
Dataset: PeMSD8  MAE 23.4689 17.8619 18.0223 18.6126 19.1384 14.8743 18.0211 14.0690
MAPE(%) 15.42 11.45 114 13.08 12.68 9.77 11.39 9.07
RMSE 36.3353 27.8352 27.8326 28.1631 31.0535 24.0675  27.8331 22.9468
Improvement(%) MAE 40.05 21.23 21.94 24.41 26.49 541 21.93 -
MAPE 41.18 20.79 20.44 30.66 28.47 7.16 20.37 -
RMSE 36.85 17.56 17.55 18.52 26.11 4.66 17.56 -
D. Evaluation Metric TABLE 1V
. ABLATION STUDY
In our experiments, we choose mean absolute error (MAE),
root mean square error (RMSE) and mean absolute percentage Methods | ST-LGSL wio Sym  wlo Graph-generator  w/o Pre-defined  wfo CL
error (MAPE), which is widely adopted in traffic forecasting MAE 2.675£0.0036  2.6821+0.0004 3.0390+0.0226 2.7228+0.0192  3.03930.0083
. . MAPE(%) | 6.88£0.0008  6.92+0.0009 8.3520.0008 6.970.0009 8.4520.0008
tasks, to evaluate our model comprehenswely with others. The RMSE | 5.0859£0.0386  5.1019+0.0113 6.0382+0.0189 5.1956+0.0123  6.037£0.0145

definition of MAE that is similar to [8]] is as below:

1 T e 0
& (t+1):(t+T). _ (1) x (@
Loss (X ©) = > 2 XX
i=t+1 j=1
(16)

where the 7" and N are the total number of time steps and
graph nodes, respectively.

E. Experimental Results

The comparison of different models with ST-LGSL predict-
ing the traffic speed on two different datasets is shown in
Table while predicting the traffic flow on PEMSD-08 is
illustrated in Table [T

Experimental results show that our ST-LGSL consistently
outperforms the baseline model in speed and flow prediction.

We compare the prediction performance of ST-LGSL and
other models in 60 minutes on PeMSD8 and METR-LA
datasets from the perspective of speed prediction and focus
comprehensively on short-term, mid-term and long-term eval-
uations.

Our ST-LGSL performs better predictions than the tra-
ditional temporal models such as HA and VAR by an
overwhelming margin on every dataset because our MLP-
kNN generator in the Latent Graph Structure Learning
module mines the complex topological information and
applies it to the graph convolution so that each node fully
aggregates the features of the adjacent nodes according
to the learned graph structure.

Overall, our ST-LGSL is more significant than all the
spatial-temporal models. Compared with DCRNN, ST-
LGSL is lower down MAE by 6.72%, 10.40%, 30.01%
over the horizons 3, 6 and 9 on the dataset PEMSO08; On
METR-LA, moreover, compared with GraphWaveNet,
ST-LGSL lower down MAE by 0.66%, 0.70%, 0.93%.
This is because unlike DCRNN and MTGNN, which
use a static adjacency matrix and ASTGCN, GMAN and
Graph WaveNet, which employ an adaptive adjacency
matrix based on simple tensor multiplication or attention
mechanism, we use MLP-kNN. The MLP-KNN module



combines geographic information and node similarity
relationships to generate latent graph structures, and con-
tinuously optimize and tend to converge during training.

e In terms of long-term time series forecasting, as the
forecasting time length increases, the advantages of our
ST-LGSL over GraphWaveNet are becoming increasingly
apparent, which embodiments the benefits of Latent
Graph Structure Learning module over adaptive graph
generator in long-term forecasting.

o Compared with GMAN in long-term forecasting, our ST-
LGSL is slightly inferior in the long-term forecast of the
next 1 hour due to the more substantial power of multi-
head self-attention in extracting the long-lasting temporal
dependency.

On the other hand, our ST-LGSL also excels in traffic flow
prediction.

e ST-LGSL make a significant improvement in traffic
flow forecasting. Compared with DCRNN, ST-LGSL
lower MAE by 21.23%, RMSE by 17.56% and MAPE
by 20.79%; For another spatial-temporal model, Graph
WaveNet, MAE, RMSE and MAPE has decreased
26.49%, 26.11% and 28.47%. As a latent variable, traffic
flow is more closely related to the topology of the
road network than traffic speed. Hence, it is easier to
mine better latent graph structures to optimize graph
convolutional operations.

1) Ablation Study: In order to validate the effectiveness of
significant components that contribute to the improvement of
our ST-LGSL, we conduct an ablation study on METR-LA.
We name ST-LGSL without different components as follows:

o w/o Sym: ST-LGSL without symmetrizing the graph.

o w/o Graph-generator: ST-LGSL without MLP-kNN

graph generator.

o w/o Pre-defined: ST-LGSL without a pre-difined graph as
the ground-truth during the initialization of MLP-kNN.

o w/o CL: ST-LGSL without curriculum learning, which
means training without gradually increasing the length
of prediction.

We repeat above different models ten times with the same
experimental settings as before, and the results are shown in
Table [[V] and Figure 2] Regarding pre-defined as the initial-
ized target significantly improves the performance because
the MLP-kNN obtains the geographical information at the
beginning of the training. The operations of symmetrizing
are practical because the real-word adjacency is symmetric.
Similarly, curriculum learning is effective, making our model
converge quickly and settle in a better local optimum. The
effect of the graph generator is highly significant by making
full use of the entire temporal features of all nodes.

2) Hyperparameter: To improve the performance of ST-
LGSL, we also carry out additional work on the hyperparam-
eter set: The number of Epoch while initializing the parameters
in the MLP-kNN graph generator. MLP-epoch means when
all the data is fed into the MLP-KNN graph generator, the

TABLE V
HYPERPARAMETER
Epoch ‘ 10 100 1000 10000
MAE 2.6833+0.0098  2.6913+0.0128  2.6752+0.0004  2.6889+0.0039
MAPE(%) 6.97+0.0008 6.9+0.0009 6.88+0.0009 6.93+0.0009
RMSE 5.131420.0413  5.1307£0.0329  5.0859+0.0386  5.134+0.0233

number of forwarding calculations and backpropagation times.
We repeat the different cases over 15 times and calculate the
average of MAE, RMSE, and MAPE in Table M Extensive
experimental results demonstrate that when the mlp-epoch is
equal to 1000, the model’s performance is the best, and the
performance will be degraded if it is too large or too small.

31 62
60382 6037

30 20393
3 6
29 o8
56
w28 w
S 28 254
27 | 2e5s 2 2 sros6
52 | sossy 51019
26
s
25 48
24 46

Fig. 2. Ablation Study

WST-LGSL

mw/o Sym

®w/o Graph-generator
@ w/o Pre-defined
mw/o CL

MAPE(%)

i I 1.0
=B
R L= Weight

0.0

epoch 150

e epoch 50

Fig. 3. Adjacency Matrix Visualization

3) Learned Graph Structure Analysis: In order to analyse
the Learned Graph Structure intuitively, we visualize the
adjacency matrix on the METR-LA dataset in Figure [3] which
contains the adjacency matrix in a pre-defined way using the
distance function as mentioned above, and epochs 50 and
150 during training, respectively. The 207 nodes represent the
207 sensors in the METR-LA dataset, the connection of the
two nodes represents the spatial proximity between the two
sensors, and the weight of the adjacency matrix is represented
by the colour of the edges as the weight increases from 0
to 1. The colour of the edge will gradually deepen. Figure [3]
can reflect as the model is trained, adjacency is dynamically
learning and updating so that the latent graph topologies are
learned. Compared with the pre-defined graph structure, the



latent graph structures obtain more node-wise correlation as
the train epoch increases.

V. CONCLUSION

In this work, we proposed a framework, Spatio-Temporal
Latent Graph Structure Learning networks (ST-LGSL), for
traffic forecasting. Our ST-LGSL was equipped with a Latent
Graph Structure Learning module (LGSLm), which learns
from the entire dataset as graph nodes with time-aware features
to extract spatial and temporal dependency. The LGSLm
consists of an MLP-kNN graph generator that employs the
ground-truth initialization and similarity metric to obtain geo-
graphical and node-similarity information in the learned graph
structure. Moreover, the latent graph structure was fed into
the Spatio-temporal predicting framework, which contains the
gated temporal convolution and diffusion convolutions layers.
The experimental results demonstrated that our ST-LGSL
significantly outperforms various baselines. In the future, we
tend to add self-attention into temporal features modeling to
solve the long-term forecasting better.
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