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Abstract—In recent years, there has been tremendous progress
in the field of semantic image segmentation. However, one
remaining challenging problem is that segmentation models do
not generalize to unseen domains. To overcome this problem,
one either has to label lots of data covering the whole variety of
possible domains, which is often infeasible in practice, or apply
unsupervised domain adaptation (UDA), only requiring labeled
source data. In this work, we focus on UDA and additionally
address the case of adapting not only to a single domain, but to a
sequence of target domains. This requires mechanisms preventing
the model from forgetting its previously learned knowledge.

To adapt a segmentation model to a target domain, we follow
the idea of utilizing light-weight style transfer to convert the style
of labeled source images into the style of the target domain, while
retaining the source content. To mitigate the distributional shift
between the source and the target domain, the model is fine-tuned
on the transferred source images in a second step. Existing light-
weight style transfer approaches relying on adaptive instance
normalization (AdaIN) or Fourier transformation (FDA) still lack
performance and do not substantially improve upon common
data augmentation, such as color jittering. The reason for
this is that these methods do not focus on region- or class-
specific differences, but mainly capture the most salient style.
Therefore, we propose a simple and light-weight framework that
incorporates two class-conditional AdaIN layers. To extract the
class-specific target moments needed for the transfer layers, we
use unfiltered pseudo-labels, which we show to be an effective
approximation compared to real labels. We extensively validate
our approach (CACE) on a synthetic sequence and further
propose a challenging sequence consisting of real domains. CACE
outperforms existing methods visually and quantitatively.

Index Terms—Continual Unsupervised Domain Adaptation,
Semantic Segmentation, Style Transfer

I. INTRODUCTION

Deep convolutional neural networks have significantly con-

tributed to the large success in semantic image segmentation

[1]–[3]. Since this task assigns a class to each pixel in an

image, it is well suited for complex applications like automated

driving, which require a detailed scene analysis. However,

as even state-of-the-art segmentation architectures usually ex-

perience a drastic performance drop when they are exposed

to data originating from a different distribution than during
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training, perception in a constantly changing environment such

as the real world is still a major challenge. An example for

a constant change is the illumination of a scene, but there

can also be changes in the current weather situation, where

the surroundings can be completely covered in snow or fog

within a few minutes. Although the performance degradation

can be avoided by collecting and manually labeling new data

from the unseen domains, this involves a tremendous amount

of data collection and labeling. For example, in [4] it is

reported that segmenting one single image took around 90

minutes on average. To circumvent manual labeling and still

adapt the model to new domains, unsupervised domain adap-

tation (UDA) can be used. UDA methods attempt to transfer

knowledge from a labeled source domain to an unlabeled

target domain. This is achieved by mitigating the discrepancy

between the source and target distribution in the input space

[5]–[8], the feature space [9]–[12], the output space [13]–[16],

or even in several spaces in parallel. Nevertheless, the goal

of UDA is not sufficient because it neglects the performance

on the source domain and focuses only on the target results.

Consequently, UDA is particularly useful for the well-studied

synthetic-to-real scenario [12], [13], [17], where the perception

system never encounters the synthetic domain again. In the

context of automated driving, however, the environment to

which the model has just been adapted may return to a

previously seen target domain or the source domain. This

would not be a problem if neural networks did not suffer

from the phenomenon of catastrophic forgetting (CF) [18].

CF occurs when a model is sequentially trained on a series

of domains and is characterized by a decrease in performance

on the previous domains while being trained on the current

target domain. Although CF could be avoided by saving some

target images in a memory (rehearsal), the storage size can be

limited during deployment in an automated vehicle. Therefore,

an adaptation method should not only be memory efficient, but

also prevent forgetting to increase the adaptation efficiency.

Having these requirements in mind, we consider the setting

of continual UDA, i.e., we adapt a model pre-trained in a

labeled source domain to a sequence of unlabeled target do-

mains while preventing forgetting. Following [8], the sequence

contains domains with varying illumination, seasonal, and

weather conditions similar to those that could be encountered
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in the real world. In contrast to [8], we do not only consider

a sequence with purely synthetic domains, but also introduce

a more sophisticated scenario consisting of only real-world

domains. To adapt the model to the current target domain

while preventing it from forgetting its previously learned

knowledge, we build our work upon the Adapting to Changing

Environments (ACE) framework [8]. A key component of ACE

is a light-weight style transfer (ST) network that uses adaptive

instance normalization (AdaIN) [19] to transfer labeled source

images into the style of the current target domain. The style

transfer is achieved by first renormalizing a source feature map

to have the same channel-wise mean and standard deviation as

a target feature map before it is subsequently decoded again

[19]. Now, by training with transferred source images, the

approach reduces the distribution shift between the source and

target domain. However, methods that rely on light-weight

style transfer have some major drawbacks that limit their

capability to outperform common augmentations, such as color

jittering, in a realistic evaluation setting. The most noticeable

drawback of ACE, for example, arises directly from its use

of the AdaIN layer. Since the renormalization in the style

transfer network is applied to the whole feature map at once

(global) rather than to areas of a specific class (class-specific),

the newly created image captures only the most dominant

aspect of the target style, while missing the exact class-specific

differences. This can also be seen in the third column of Fig.

1 that shows a few transferred source images. Clearly, ACE’s

AdaIN model does not take into account the individual class

modes, since it colors the road bluish, for example, or simply

darkens the image. Furthermore, the style transfer network

of ACE introduces artifacts, which may again negatively

influence the domain alignment. This becomes evident when

looking at the license plate of the black car in the first row of

Fig. 1, which now shows distorted text.

Therefore, we now introduce CACE. CACE overcomes the

aforementioned drawbacks by conditioning the style transfer

on each class. Further, we slightly modify the style transfer

network by inserting a skip connection into the network

with a second class-conditional AdaIN layer working on high

resolution feature maps. This helps to overcome the artifacts

and enables a more precise class-wise style transfer, especially

for small objects.

We summarize our contributions as follows:

• We introduce CACE, a simple light-weight framework

that relies on a class-specific style transfer. It consistently

outperforms comparable methods when incrementally

learning new target domains in an unsupervised manner.

• We propose a memory efficient variant of our method for

memory-restricted applications.

• We empirically show that using color jittering as data

augmentation performs roughly as good as several more

sophisticated methods when adapting a model to realistic

environmental changes.

• We validate our approach not only for one completely

synthetic sequence, but also introduce a more challenging

sequence that consists of purely real domains.

II. RELATED WORKS

A. Image-to-Image Translation

Although generative adversarial networks (GANs) [20] were

originally introduced for synthesizing new images, they can

also be used for image-to-image translation, where an image is

altered only in its style while preserving the content. Typically,

the style transfer is accomplished by using a cycle-consistency

loss [21], which encourages the network to preserve the

content during stylization. However, other approaches use

either the shared latent space assumption [22], [23] or rely

on contrastive learning [24]. Although the transferred images

of GANs can look appealing, they require a significant amount

of computational power and cannot be easily extended to

our continual, memory- and adaptation-efficient setting. In

contrast, neural style transfer methods are well suited for

our environment, as they are generally less computationally

intensive and easy to train. [25], [26], for example, simply

align the feature statistic of Gram matrices at different network

depths. [19], [27] match the first and second order moments

of content and a style feature maps. Further, [27] and [28]

interpret the neural style transfer as a domain adaptation

problem and minimizes the maximum mean discrepancy [29]

and the central moment discrepancy [30], respectively.

B. Unsupervised Domain Adaptation

1) Adversarial Learning: If the appearance of two domains

differs mainly in texture and color and not in geometric struc-

ture, it is also possible to leverage image-to-image translation

for domain adaptation. Some approaches use a CycleGan-

based architecture [21] to transform source images to the target

style [5], [6]. Since the transformation is content-preserving,

the source labels can be reused to adapt the segmentation

model with target-like images. To avoid the computationally

demanding CycleGAN framework, other approaches like [8]

rely on adaptive instance normalization [19] to transfer the

source images.

Another line of work uses adversarial training to align

feature distributions [5], [9], [31], [32]. In this case, the

discriminator becomes a domain classifier that predicts to

which domain a feature belongs. [13]–[15] extend this idea

and perform distributional alignment in the output space at the

pixel and patch level, respectively. This adaptation strategy is

also commonly used either as a basic component or for warm-

up [11], [33], [34].

2) Self-Training: A very successful strategy, also found

in several state-of-the-arts methods for UDA, is self-training

(ST) [7], [12], [17], [33], [35]. It basically converts the target

predictions into pseudo-labels to minimize the cross-entropy.

However, ST only works if high quality pseudo-labels (PL)

can be provided. One line of work attempts to improve their

quality by using an ensemble of three models [7], a memory-

efficient temporal ensemble [12], or an average of different

outputs of the same network [34]. Nevertheless, most ST-based

approaches try to filter out the noisy target predictions by

using reliability measures. [33], [35]–[38], for example, use
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Fig. 1. From the left column to the right column: Content images, style images, stylized images generated with the style transfer network from the ACE
framework (AdaIN), stylized images generated with our network.

the softmax output as confidence measure, assuming that a

higher prediction probability is coupled with higher accuracy.

[39] explicitly estimates the pixel-wise uncertainty of the

predictions. [31] relies on the confidence of a segmentation

model in combination with two discriminators. [11] uses

the distance in the feature space, which they found to be

less biased towards the source domain compared to the final

segmentation head.

C. Continual Learning

Continual learning addresses the problem of incrementally

learning new concepts while preventing catastrophic forgetting

[18]. It has been intensively studied for the problem of

classification, where the literature can be broadly divided into

regularization-based [40]–[42], memory-based [43], [44], and

model-based [45], [46] approaches. However, for the task of

semantic image segmentation and the setting of incrementally

learning a sequence of new environments in an unsupervised

manner, the literature is still very sparse. [47] uses a double

hinge adversarial loss in combination with a small target

specific memory to further prevent CF. [8] relies on light-

weight style transfer to create target-like source images used

for the adaptation. In addition, the approach mitigates CF by

first saving and then replaying previous target styles during

training.

III. METHOD

A. Definitions

The goal of our approach is to incrementally learn a

sequence of domains {Dt}
T
t=0, without forgetting previously

acquired knowledge. The sequence starts with the source

domain D0, whose N0 images and segmentation maps X0 =
{x0

i ,y
0
i }

N0

i=1
are available throughout the entire training. While

the images have dimension x0
i ∈ R

H×W×3, with H being the

height and W being the width, the segmentation maps are

one-hot encoded and follow y0
i ∈ {0, 1}H×W×C , where C is

the number of classes. The target domains {D1,D2, . . . ,DT }
arrive sequentially and without any segmentation maps. There-

fore, the dataset of target domain Dt is given by Xt =
{xt

j}
Nt

j=1, where N t is again the total number of images. To

simplify the notation, we assume that all images of all domains

have the same dimensions.

We divide the style transfer network into an encoder E

and a decoder D. The output of the encoder is a feature



map E(xi) = zi ∈ R
H′

×W ′
×K′

, which has K ′ channels,

height H ′, and width W ′. The decoder, on the other hand,

outputs stylized images x̂i ∈ R
H×W×3, that still have the

same content as before. Finally, the segmentation model S

outputs softmax probability maps pi ∈ R
H×W×C , which

can be converted into one-hot encoded pseudo-labels ŷi ∈
{0, 1}H×W×C . The parameters of the encoder, the decoder,

and the segmentation model are denoted by θE, θD, and θS,

respectively.

B. Semantic Segmentation

Since we have access to the source segmentation maps y0
i ,

we can train the segmentation network by computing a pixel-

wise cross-entropy (CE) loss of the form

LCE(x
0

i ,y
0

i ) =
−1

HWC

H
∑

h=1

W
∑

w=1

C
∑

c=1

y
0

ihwclog(p
0

ihwc). (1)

Although this may lead to a well-performing segmentation

model for source data, results typically deteriorate when the

model predicts images of an unknown domain. To adapt the

segmentation network to a target domain or to counteract

forgetting, we transfer images of the source domain D0 into

the style of target domain Dt, without altering the content.

To avoid any confusion, we use the notation x̂0→t
i to clearly

identify a transferred source image. Given these target-like

source images, we can reuse y0
i and minimize LCE(x̂

0→t
i ,y0

i ).

C. Style Transfer

Similar to [8], we also build our work on adaptive instance

normalization [19], summarized below. To transfer an image

into an arbitrary style, [19] first encodes a content image and

a style image by taking the respective outputs of layer relu4

of an ImageNet pre-trained VGG19 [48] network. In our case,

the content images are from the source domain, while style is

drawn from a target domain t. The extracted feature maps z0i
and ztj of the source and target images, respectively, are then

passed to an AdaIN layer. This layer renormalizes the source

feature map to have the same mean and standard deviation as

the target feature map. Mathematically, this is equivalent to

ẑ
0

i = AdaIN(z0i , z
t
j) = σ(ztj)

z0i − µ(z0i )

σ(z0i )
+ µ(ztj), (2)

where µ(z) and σ(z) calculate the channel-wise mean and

standard deviation.

For the style transfer model to work, the pre-trained encoder

is frozen so that only the decoder remains trainable. The loss

function minimized by the weights of the decoder θD can be

written as

LST = MSE(E(x̂0→t
i ), ẑ0i )

+ λ

L
∑

l=1

[

MSE
(

µ
(

El(x̂
0→t
i )

)

, µ
(

El(x
t
j)
)

)

(3)

+MSE
(

σ
(

El(x̂
0→t
i )

)

, σ
(

El(x
t
j)
)

)

]

,

where MSE is the mean-squared-error, El() represents the

output of the l-th layer of the encoder, and λ is a weighting

term 1. Since [19] showed that the first two moments capture

at least most of the style, a well trained decoder will output

an image that depicts the content of the source image, but has

the style of the respective target image.

Although this approach works well for adding a painterly

style to an image [19], it is not directly suitable for more

complex transfers. This is because the AdaIN layer captures

the global style of an image. However, for applications like

the perception in the real world, different classes in an image

have to be treated differently. To overcome this issue, we now

condition the computation of the mean and standard deviation

on each class c contained in a segmentation mask yi:

µc(zi,yi) =
1

∑

h,w yihwc

∑

h,w

yihwczihw (4)

σc(zi,yi) =

√

1
∑

h,w yihwc

∑

h,w

(

yihwczihw − µc(zi,yi)
)2

.

(5)

Since we only have access to the segmentation masks of the

source domain, we compute the moments of domain Dt with

pseudo-labels ŷt
j . Please note that we circumvent a possible

mismatch in resolution between the segmentation mask and the

feature map by simply resizing the height and width of mask

y0
i or ŷt

j to the correct size. Then, for each class c contained in

the source segmentation mask y0
i , the class-conditional AdaIN

layer renormalizes every region of z0i belonging to c by using

class-specific moments. This results in

ẑ
0

i =
∑

c

y
0

ic ⊙

(

σc(z
t
j , ŷ

t
j)
z0i − µc(z

0
i ,y

0
i )

σc(z0i ,y
0
i )

+ µc(z
t
j , ŷ

t
j)

)

,

(6)

with ⊙ being an element-wise multiplication. Since we use a

class-conditional AdaIN layer, we slightly adapt the training

loss of the decoder to:

LST = MSE(E(x̂0→t
i ), ẑ0i )

+
λ

C

L
∑

l=1

∑

c

[

MSE
(

µc

(

El(x̂
0→t
i ),y0

i

)

, µc

(

El(x
t
j), ŷ

t
j

)

)

+MSE
(

σc

(

El(x̂
0→t
i ),y0

i

)

, σc(El(x
t
j), ŷ

t
j)
)

]

. (7)

Clearly, there is the possibility that the source and the target

images do not contain the exact same classes. However, to

compute (6) and (7), one can also draw the required moments

from different images, which we do during training. This also

effectively enlarges the variety of styles.

Although a class-conditional AdaIN layer helps to capture

the modes in a target image much better, the generated outputs

still suffer from the same artifacts as before. To reduce the

artifacts, we further add a skip connection between the encoder

and decoder and equip it with another conditional AdaIN layer.

1This notation differs from [19]. Similar to their publicly available imple-
mentation, we use the MSE, while the Euclidean distance is used in [19].
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Fig. 2. Overview of our style transfer network. It uses two class-conditional
AdaIN layers that query the required target moments from a style memory.

Since the feature map used for the skip connection still has the

same resolution as the input image, the newly inserted layer

helps to transfer the style of small objects and between class

boundaries more accurately. An overview of our style transfer

network is illustrated in Fig. 2.

D. Style Memory

One problem that usually occurs when a model is trained

sequentially is catastrophic forgetting. This causes the per-

formance of the model for domain Dt−1 to decrease again

when it is trained on the next target domain Dt. A very

effective technique to counteract forgetting is rehearsal [43],

[44]. Since we do not consider the supervised case, we follow

the approach of [8] and only save encountered styles, i.e., we

save the class-wise means and the standard deviations. Since

the input images for urban scene segmentation are usually of

high resolution, this drastically reduces the required memory.

Nevertheless, if the available memory is even more limited, it

is also possible to store only a certain percentage of moments.

Alternatively, one can also estimate a Gaussian distribution

from the extracted moments of each class c of domain Dt.

Subsequently, the required moments can be sampled from the

estimated distribution. Depending on the size of the dataset,

this may again heavily decrease the required storage size.

An overview of the training procedure of our complete

framework is described in Algorithm 1.

IV. EXPERIMENTS

A. Experimental Settings

1) Datasets and Metrics: We evaluate our approach using

two different domain sequences that roughly capture varying

illuminations as well as adverse weather conditions. While the

first sequence consists of 5 real-world domains, the second

one contains 11 synthetic domains. The real-world sequence

uses Cityscapes (CS) [4] as labeled source domain. Cityscapes

contains 2975 training and 500 validation images at a resolu-

tion of 1024× 2048. The real-world target domains originate

from the ACDC [49] dataset and arrive in the following

order: Fog, Night, Rain, and finally Snow. Every domain in

the ACDC dataset consists of approximately 400 training and

Algorithm 1 CACE Training Procedure

Require: Source pre-trained θS , ImageNet pre-trained θE

1: Initialize empty moment dictionary M

2: for t = 1, 2, . . . , T do

3: Create pseudo-labels ŷt for target domain Dt

4: Extract class-wise moments for domain Dt using ŷt

5: Save class-wise moments in M

6: for i = 1, 2, . . . , I do ⊲ Train style transfer model

7: Sample mini-batch from X0

8: Draw moments from M according to Sec. IV-A3

9: Calculate LST (7) and update θD

10: end for

11: for j = 1, 2, . . . , J do ⊲ Train segmentation model

12: Sample mini-batch from X0

13: Transfer samples according to Sec. IV-A3

14: Calculate LCE and update θS

15: end for

16: end for

100 validation images with a resolution of 1080× 1920. The

synthetic sequence is derived from SYNTHIA-SEQ, a subset

of the Synthia dataset [50]. In this case, we choose the Old

European Town subset that contains 11 domains with roughly

1000 images of resolution 760 × 1280 per domain. We split

each domain equally in one training set and one validation

set, and use the domain Dawn as labeled source domain. The

target domains, on the other hand, can be seen in Table III,

arriving in order from left to right. While we use the same

19 classes as in [49] for the real-world sequence, we use 13

classes for the synthetic one. As a performance metric, we

use the mean intersection-over-union (mIoU), where we show

the results for each individual domain after completing the

training on the last domain. In addition, we also compute the

mean of all domain-wise mIoUs (mean mIoU).

2) Network architecture: We use the standard framework

for UDA in semantic segmentation [13], which deploys the

DeepLab-V2 [1] framework with a ResNet-101 as the feature

extractor. The weights of the ResNet-101 are pre-trained on

ImageNet and all batch normalization layers are frozen during

training. For the style transfer network, we follow [19] and

use a VGG19-based encoder-decoder architecture, where the

encoder is initialized with weights pre-trained on ImageNet

as well. Note that the parameters of the encoder are frozen

during the entire training.

3) Implementation Details: The network is trained using

SGD with momentum of 0.9, a constant learning rate set to

2.5 × 10−4 and weight decay of 5 × 10−4. During training,

we use random horizontal flipping. Furthermore, we rescale

the shorter size of an image to size 640 for the real sequence,

and size 760 for the synthetic one, before randomly cropping

the image to size 512× 1024. We train our model using batch

size 2, where one sample is transferred into the style of the

current target domain Dt while the other is randomly chosen

to be either from the original source domain D0 or transferred

into a style of a previous target domain D1, . . . ,Dt−1. While



we pre-train the segmentation model for 100k iterations on the

real source domain, it is only pre-trained for 50k iterations on

the much simpler synthetic source domain. In both cases, we

continue training the segmentation network for 10k iterations

(J) every time a new target domain arrives. The style transfer

network is initially trained for 30k iterations using Adam

optimizer with learning rate set to 1× 10−4. The data during

this period is sampled from D0 and D1. Further, we fine tune

the style transfer model for another 5k iterations every time

the target domain changes. To prevent it from forgetting, half

of the batch uses moments from the current target domain

t, while the other half randomly draws its moment from the

previous domains [1, . . . , t− 1].
4) Baselines: Since it is reported in [49] that for Cityscapes

→ ACDC, most of the current adversarial learning or self-

training based approaches proposed for unsupervised domain

adaptation could not improve upon the source only baseline,

we do not consider such methods in our even more challenging

setting. However, [49] also found that Fourier domain adap-

tation (FDA) [7] could effectively increase the segmentation

results. Therefore, we use their light-weight style transfer

method as a baseline to evaluate our approach. Note that [49]

also evaluated BDL [6], which performed significantly worse

than FDA despite using the CycleGAN framework for style

transfer. We also reimplement the ACE framework with the

minor difference that the style transfer network is not jointly

trained with the segmentation model to save some memory.

Further, we also compare to only using their memory efficient

implementation of the AdaIN model in our framework. Finally,

we carefully investigate the impact of color jittering.

B. Results and Discussion

We start our investigations with the challenging real-world

sequence. To illustrate the effects of the augmentation color

jittering, we use two different settings, which differ in whether

or not color jittering was used for pre-training the source

model. The results without color jittering during pre-training

are depicted in Table I. Clearly, all methods improve upon the

source only baseline by at least 3% in terms of mean mIoU.

However, if the source model is further trained with color

jittering for the same number of update steps, the improvement

decreases. When using the Fourier based style transfer, the

results are now even slightly worse. Our approach, on the

other hand, does even improve upon color jittering, when

we sample the required moments from an estimated Gaussian

distribution (Ours, d). When we use moments extracted from

target samples (Ours, s), the performance increases further

by 1.5% in terms of mean mIoU, with the highest increase

observed for the Night domain. Since this domain contains

yellowish as well as whitish images due to varying street

lighting, the estimate of a unimodal Gaussian distribution is

too simple. Since the previously mentioned table indicates

that color jittering is already a good baseline, we now examine

the effects when the model is directly pre-trained with color

jittering. The results for this scenario are shown in Table II.

In this case, the source only baseline improves dramatically

TABLE I
MIOU AFTER ADAPTING THE MODEL TO THE LAST TARGET DOMAIN. THE

INITIAL MODEL WAS PRE-TRAINED ON CITYSCAPES (CS) WITHOUT

COLOR JITTERING.

CS Fog Night Rain Snow mean mIoU

Source 71.5 52.5 19.0 37.4 41.8 44.4
Jitter 72.6 60.1 22.1 42.0 44.3 48.2
AdaIN 69.0 59.1 23.9 45.4 49.1 49.3
ACE 70.3 57.2 23.8 46.4 47.3 49.0
FDA 71.5 55.6 22.3 43.4 44.0 47.4

Ours, d 68. 62.3 21.8 46.3 48.9 49.5
Ours, s 69.1 62.1 25.3 47.6 51.1 51.0

TABLE II
MIOU AFTER ADAPTING THE MODEL TO THE LAST TARGET DOMAIN. THE

INITIAL MODEL WAS PRE-TRAINED ON CITYSCAPES (CS) WITH COLOR

JITTERING.

CS Fog Night Rain Snow mean mIoU

Source 70.7 62.9 22.6 45.0 46.6 49.6
Jitter 72.0 61.7 22.8 44.4 44.4 49.1
AdaIN 69.9 59.0 24.1 45.9 50.5 49.9
ACE 70.4 58.5 26.3 47.6 50.4 50.6
FDA 71.7 59.7 24.7 45.2 42.5 48.8

Ours, d 67.7 65.1 25.9 47.5 49.6 51.2
Ours, s 69.1 65.7 29.7 47.7 50.6 52.6

and is now comparable or only slightly worse to the other

non-class-specific transfer methods. In contrast, our approach

even profits from the stronger baseline model, improving the

results by about 1.6% points in terms of mean mIoU in both

cases. This is due to the better approximation of the class-wise

target moments, which are now computed from more accurate

pseudo-labels.

A much larger performance increase can be seen for the

sequence consisting of synthetic domains only. Following the

same evaluation strategy as before, one can see in Table III

that now all methods are clearly superior to color jittering,

even when it is directly used during pre-training. Nonetheless,

our class-conditioned style transfer again outperforms all other

methods by a large margin. This applies not only when the

moments are drawn from samples (Ours, s), but also when we

again estimate a Gaussian distribution (Ours, d) to increase

the memory efficiency.

C. Ablation Studies

Unless otherwise stated, we use the real-world sequence

without color jittering (CJ) during pre-training to carefully

examine our approach. Since we use pseudo-labels (PL) to

estimate the corresponding class-wise target moments, we now

study the effect, when one could use real target labels (RL) to

extract the moments. Again, we do the evaluation for a model

that was pre-trained with and without color jittering (CJ) on the

source domain. As illustrated by Table IV, the results increase

with the quality of the target moments. However, it also shows

that even using unfiltered pseudo-labels as an approximation

does not drastically degrade the results.

Next, we examine the impact of reducing the number of

stored moments to save some memory. As Fig. 3 shows, the



TABLE III
MIOU OF THE FINAL MODEL FOR EACH SYNTHETIC DOMAIN. LEFT: NO COLOR JITTERING DURING THE SOURCE PRE-TRAINING. RIGHT: USING COLOR

JITTERING DURING PRE-TRAINING.

No color jitter during pre-training Using color jitter during pre-training
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Source 70.5 56.5 58.6 53.7 26.2 37.1 56.6 47.6 66.0 40.0 40.7 50.3 70.3 62.4 64.0 62.3 29.2 38.7 57.5 53.8 70.6 40.4 49.7 54.5
Jitter 71.6 62.0 64.0 59.8 29.0 41.1 57.9 55.4 71.7 44.5 50.5 55.2 71.6 63.7 65.7 61.9 29.4 39.5 59.2 56.0 71.5 42.8 51.7 55.7
AdaIN 71.3 64.9 67.1 58.8 34.1 46.9 61.6 61.1 70.8 47.3 50.5 57.7 71.0 65.5 67.3 63.7 35.3 46.7 62.4 59.9 71.1 45.7 54.4 58.5
ACE 71.6 65.4 67.8 61.4 37.1 48.7 63.5 61.3 71.2 46.5 51.5 58.7 71.2 66.1 67.4 61.5 38.1 49.5 63.0 62.0 71.4 44.4 52.2 58.8
FDA 71.8 65.1 66.3 61.4 33.2 39.6 63.8 66.5 70.8 47.7 51.3 58.0 71.2 64.4 65.5 61.3 36.1 41.5 63.2 65.5 71.0 46.5 52.6 58.1

Ours, d 71.4 67.7 67.2 64.1 42.6 49.5 65.5 67.5 71.3 51.2 57.7 61.4 71.1 68.3 67.8 66.2 43.9 51.2 65.9 67.5 71.5 52.2 58.5 62.2
Ours, s 71.4 69.0 68.5 66.5 49.1 57.9 67.3 69.7 71.3 53.7 59.1 63.9 71.2 69.3 68.5 67.9 49.1 58.1 67.1 69.7 71.7 54.3 60.0 64.3

TABLE IV
RESULTS WHEN CLASS-WISE TARGET MOMENTS ARE EXTRACTED USING

PSEUDO-LABELS (PL) AND REAL TARGET LABELS (RL) FOR:
PRE-TRAINING THE MODEL WITH AND WITHOUT COLOR JITTERING (CJ).

CS Fog Night Rain Snow mean mIoU

No CJ, from PL 69.1 62.1 25.3 47.6 51.1 51.0
No CJ, from RL 70.2 62.4 28.3 49.2 54.1 52.8

CJ, from PL 69.1 65.7 29.7 47.7 50.6 52.6
CJ, from RL 69.3 64.6 29.1 49.3 53.6 53.2

results do not deteriorate significantly if we only save 25% of

all target moments. If memory is a real bottleneck and one

can only store 10%, one may consider estimating a Gaussian

distribution, which yields comparable results here while being

more memory efficient.

To investigate whether catastrophic forgetting is a real

problem, we conducted an experiment in which we did not

replay source images in the style of previously seen domain.

In this case, the results decreased by 2.2% in terms of mean

mIoU. When we did not even use original source samples, but

transferred both images of our batch to the style of the current

target domain, the mean mIoU decreased from 51. to 45.4.

V. CONCLUSION

In this work, we propose a simple framework that uses light-

weight style transfer to adapt a pre-trained source model to a

sequence of unlabeled target domains while preventing for-

getting. Unlike previous work, we condition the style transfer

m
ea

n
m

Io
U

Percentage of saved target moments

Fig. 3. Performance compared to the percentage of saved moments.

network, which is based on adaptive instance normalization,

on each class. Our approach outperforms comparable methods

on a challenging real-world sequence as well as a synthetic

sequence.
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