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Abstract—We investigate policy transfer using image-to-
semantics translation to mitigate learning difficulties in vision-
based robotics control agents. This problem assumes two envi-
ronments: a simulator environment with semantics, that is, low-
dimensional and essential information, as the state space, and
a real-world environment with images as the state space. By
learning mapping from images to semantics, we can transfer a
policy, pre-trained in the simulator, to the real world, thereby
eliminating real-world on-policy agent interactions to learn,
which are costly and risky. In addition, using image-to-semantics
mapping is advantageous in terms of the computational efficiency
to train the policy and the interpretability of the obtained policy
over other types of sim-to-real transfer strategies. To tackle the
main difficulty in learning image-to-semantics mapping, namely
the human annotation cost for producing a training dataset, we
propose two techniques: pair augmentation with the transition
function in the simulator environment and active learning. We
observed a reduction in the annotation cost without a decline
in the performance of the transfer, and the proposed approach
outperformed the existing approach without annotation.

Index Terms—deep reinforcement learning, policy transfer,
sim-to-real

I. INTRODUCTION

Deep reinforcement learning (DRL) has been actively stud-
ied for robot control applications in real-world environments
because of its ability to train vision-based agents; that is, the
robot control actions are output directly from the observed
images [1]–[4]. One of the major advantages of vision-based
agents in robotics is that camera-captured images can be
incorporated into the decision-making of the agent without
using a handcrafted feature extractor.

However, allowing vision-based robot control agents to
learn by reinforcement learning in the real-world is challeng-
ing in terms of risk and cost because it requires a large amount
of real-world interactions with unstable robots. Reinforcement
learning involves a learning policy interacting with the envi-
ronment, and it is theoretically and empirically known that the
length of the interaction required for training increases with
the dimension of the state space [5], [6].

To address the difficulty associated with reinforcement
learning in a real-world environment, methods have been
proposed that pre-train a policy on a simulator environment
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and transfer it to the real-world environment [7]–[17]. In
this methodology, policies are learned in a simulator, that
is, a reinforcement learning environment on a computer that
mimics the real-world environment. The policy pre-trained in
the simulator is expected to be the optimal policy in the real-
world environment.

However, developing a simulator that imitates the real-world
environment is not always an easy task. Particularly, because
the real world provides image observations, a simulator en-
vironment requires a renderer to generate images as states.
However, producing a renderer that can generate photorealistic
images is fraught with financial and technical difficulties.

In the case that a photorealistic renderer cannot be produced,
another style of observations must be adopted as states during
the pre-training of the policy in a simulator environment. Most
existing approaches substitute photorealistic observations for
non-photorealistic ones using transfer techniques [7]–[17].

We investigated a type of transfer strategy called image-
to-semantics to deal with the absence of a photorealistic
renderer, which was created by [18]. In this approach, the
semantics—low-dimensional and essential information of a
state that represents an image—are employed as a form of state
observation instead of images in the simulator environment.
The transfer algorithm consists of two steps: pre-training a
policy on the simulator environment with semantics as its
observation, obtaining a mapping from photorealistic images
to their corresponding semantics, and using the image-to-
semantics mapping as a pre-processing component of the
policy in the real-world environment. A semantics-based pre-
trained policy can be operated in the real-world environment
using image observations. In addition to being a solution to
the case without a photorealistic renderer, image-to-semantics
mapping has advantages in terms of the computational cost
for policy pre-training in the simulator and the interpretability
of the acquired policy.

The crucial part of this approach is obtaining the image-to-
semantics translation mapping. To the best of our knowledge,
[18], [19] are the only studies that have dealt with learning
image-to-semantics translation. We highlight the remaining
problems of [18], [19]: (1) [19] used a paired dataset, that is,
multiple pairs of images and corresponding semantics, to train
the mapping. Considerable human effort is required to make
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a paired dataset because human annotators provide seman-
tics that represent images. (2) Although the style translation
method without a paired dataset [18] aims at saving annotation
cost, its performance is not often satisfactory owing to the low
approximation quality of the image-to-semantics translation
mapping, as confirmed in our experiments.

In this study, we tackled learning image-to-semantics trans-
lation using a paired dataset; however, we reduced the cost of
creating a paired dataset using two strategies: pair augmenta-
tion and active learning. In our experiments, we confirmed the
following claims: first, compared to [19], we reduced the cost
of making a paired dataset while preserving the performance
of the policy transfer. Second, we achieved significantly higher
performance than [18], in which a paired dataset was not used,
by using a small paired dataset. For practicality, we conducted
experiments under the condition that only inaccurate paired
data can be obtained due to various errors, such as annotation
errors, and confirmed that the proposed method has a certain
robustness against errors.

Our code is publicly available at https://github.com/
madoibito80/im2sem.

II. PROBLEM FORMULATION

A. Markov Decision Process (MDP)

We defined a vision-based robotics task in the real world;
that is, the real-world environment is a target MDP: Mτ =
(Sτ ,A, pτ , rτ , γ), where Sτ is a state space, A is an action
space, pτ : Sτ×A×Sτ → R is a transition probability density,
rτ : Sτ ×A×Sτ → R is a reward function, and γ ∈ [0, 1] is
a discount factor. Because we assumed that the target MDP is
a vision-based task, Sτ consists of images, and each s ∈ Sτ
contains single or multiple image frames. In standard model-
free reinforcement learning (RL) settings, agents can interact
with the environment: they observe st+1 ∼ pτ (· | at, st) and
reward rt = rτ (st+1, at, st) by performing action at at state
st, which is internally preserved in the environment at timestep
t; after the transition, st+1 is stored in the environment.
However, there are concerns in terms of the risk and cost
associated with learning a policy through extensive interaction
with Mτ .

To reduce the risk and cost of training a policy in the target
MDP, we pre-trained a policy on a simulator environment,
called the source MDP: Mσ = (Sσ,A, pσ, rσ, γ). Note that
the action space A is the same between the two MDPs.
In contrast, the state space Sσ , the transition probability
density pσ : Sσ × A × Sσ → R, and the reward function
rσ : Sσ ×A× Sσ → R are different from those of the target
MDP. We assumed that because we considered robotics tasks,
the deterministic transition function Trσ(s, a) = s′ ∼ pσ(· |
a, s) could be defined in the simulator environment and pσ

resembled a Dirac delta distribution.
The source state space Sσ corresponded to a semantic space,

that is, each s ∈ Sσ was semantic information. For example,
consider a robot-arm grasp task; each s ∈ Sτ is a single or
multiple image frame showing a robot arm and objects to be
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Fig. 1. Illustration of transfer via image-to-semantics. We approximated the
image-to-semantics translation mapping F as F̂ . Because the action space was
common to both MDPs, we operated the composite of the source policy πσ

and approximated image-to-semantics translation mapping F̂ , that is, πσ ◦ F̂
in the target MDP.

grasped. Each s ∈ Sσ consists of semantics such as xyz-
coordinates of the end-effector and target objects and angles
of joints.

The source MDP and target MDP are expected to have some
structural correspondence. Here, we describe our assumptions
regarding the relations of the two MDPs. We assumed the
existence of a function F : Sτ → Sσ satisfying the following
conditions:

Transition Condition: For all (s′, a, s) ∈ Sτ × A × Sτ ,
pσ(F (s′) | a, F (s)) =

∫
s̄∈S̄ p

τ (s̄ | a, s)ds̄, where S̄ = {s̄ ∈
Sτ | F (s̄) = F (s′)}.

Reward Condition: For all (s′, a, s) ∈ Sτ × A × Sτ ,
rσ(F (s′), a, F (s)) = rτ (s′, a, s).

In the above conditions, F is considered an oracle that takes
an image and outputs corresponding semantics; that is, F is the
true image-to-semantics translation mapping. In the transition
condition, S̄ is a set of images that has common semantics
F (s′). Imagine the transition from s ∈ Sτ to s′ ∈ Sτ with
action a ∈ A in the target MDP, the transition condition holds
F (s′) = Trσ(F (s), a). The reward condition indicates that
a reward for this transition rτ (s′, a, s) equals the one for a
transition from F (s) ∈ Sσ to F (s′) ∈ Sσ with the action a
in the source MDP.

B. Transfer via Image-to-Semantics

1) Policy Transfer: The objective of RL is the expectation
of the discounted cumulative reward:

J(π; p, r, γ, p0) = Eπ,p,p0 [
∑∞
t=0 γ

tr(st+1, at, st)] (1)

and maximizing it w.r.t. π. Here, π : S × A → R is a policy,
that is, a conditional distribution of at given st, and p0 is
the distribution of the initial state s0 over the state space.
Our objective was to obtain a well-trained policy on the target
MDP: πτ = arg maxπ̄τJ(π̄τ ; pτ , rτ , γ, pτ0).

Under the situation in which the transition and reward
conditions mentioned above hold for some F , we can replace
πτ by πσ ◦ F , where πσ is a well-trained policy on the
source MDP, that is, πσ = arg maxπ̄σJ(π̄σ; pσ, rσ, γ, pσ0 ).
Solving this maximization by RL requires sole interaction
with Mσ instead of Mτ . As noted, interactions with Mτ
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require real-world operations; however, interactions with Mσ

are performed on the simulator, which is cost-effective.
Based on this property, we studied the following transfer

procedure: pre-train πσ onMσ , approximate F as F̂ , and out-
put the target agent πσ◦F̂ . This procedure was investigated by
[18]. Figure 1 illustrates the transfer via image-to-semantics.

2) Advantages: The above-mentioned transfer strategy, that
is, transfer via image-to-semantics, has the following three ad-
vantages over approaches using a renderer in the source MDP
shown in Table I. First, a renderer is not required. Existing
methods that use a renderer generally aim to transfer an agent
based on non-photorealistic images in a simulator to photoreal-
istic images in the real world [7]–[17]. Therefore, they require
the preparation of a renderer on the simulator to generate non-
photorealistic images as state observations. Transfer via image-
to-semantics performs similar transfer learning; however, it
does not require a renderer because the source MDP has
a semantic space as its state space. This can reduce the
development cost of the simulator for some tasks. Second,
because semantics are low-dimensional variables compared to
images, we can improve the sample efficiency required to train
the policy πσ on Mσ [5], [6]. Learning vision-based agents
are generally associated with large computational costs, even
on a simulator [20], but transfer via image-to-semantics is
relatively lightweight in this respect and occasionally allows
a human to design the policy. Third, using semantics as an
intermediate representation of the target agent contributes to
its high interpretability because of the low-dimensionality and
interpretability of semantics. Similar to [19], [21], because the
real-world agent πσ◦F̂ can be separated into two components,
which are independently trained, it is easier to assess than one
trained in an end-to-end manner.

C. Resource Strategy

In this section, in addition to the two MDP environments,
we define resources that can be used to approximate F .

1) Transition Function: In the target MDP, the state transi-
tion result st+1 due to the selected action at can be observed
only for state st stored inside the environment. In contrast, in
the source MDP, we assumed that the state transition result
for any s ∈ Sσ could be observed, replacing the st stored
inside the environment with s. This is because the actual
state transition probability pτ in the target MDP is a physical
phenomenon in the real world, but the state transition rule Trσ

in the source MDP is a black-box function on the computer.
2) Offline Dataset: The offline dataset comprised observa-

tions of the target MDP, that is, T τ = {(st, at,1end(st+1)) ∈
Sτ × A × {0, 1}}t, where 1end(st+1) = 1 represents that
st+1 corresponding to a terminal state; otherwise, 0. Note
that successive indices in the offline dataset shared the same
context of the episode, except at the end of the episode. T τ can
be obtained before training starts and is collected by a behavior
policy. Because the offline dataset can be reused for any trial
and be obtained by a safety-guaranteed behavior policy, we
assumed it could be created at a relatively low cost.

TABLE I
RELATED POLICY TRANSFER METHODS FOR OBSERVATION STYLE SHIFT.
EACH METHOD REQUIRES DIFFERENT RESOURCES: RENDERER, OFFLINE

DATASET (OFF), AND PAIRED DATASET (PAIR).

Method Renderer OFF PAIR
Tobin et al. [7] X
RCAN [8] X
DARLA [9] X
Pinto et al. [10] X
MLVR [11] X
Tzeng et al. [12] X X
GraspGAN [13] X X
RL-CycleGAN [14] X X
RetinaGAN [15] X X
MDQN [16] X X X
ADT [17] X X X
Zhang et al. [18] X
CRAR [19] X X
Ours X X

We solely used the offline dataset for supervised and unsu-
pervised learning purposes. If offline reinforcement learning
is executed, the vision-based agent can be trained directly
without approximating F . However, training a vision-based
agent using an offline dataset by reinforcement learning re-
quires large-scale trajectories in the scope of millions [22]. In
this study, we considered situations in which the total number
of timesteps in the offline dataset was limited, for example,
less than 100k timesteps.

We did not need to generate reward signals while collecting
the offline dataset. World models [23] have been studied for
the procedure: approximate MDP M as M̂ using an offline
dataset of M; train a policy by reinforcement learning by
interacting with the approximated environment M̂ instead
of interacting with the original environment M. One could
imagine that we could replace interactions with the target
MDP by interactions with the approximated one. However, to
accomplish this, we must observe signals regarding reward in
the real world while collecting the offline dataset, and we must
approximate a reward function that is often sparse; both of
these are not always easy [24]. Therefore, we did not consider
approximating the target MDP and did not assume the reward
was contained in T τ .

3) Paired Dataset: The paired dataset P consisted of mul-
tiple pairs of target state observations and their corresponding
source state observations. Let I denote the set of indices
that indicate the position of the offline dataset. Using the
true image-to-semantics translation mapping F , we can denote
P = {(F (si), si) | (si, ai, ei) ∈ T τ , i ∈ I}. Under prac-
tical situations, querying F equals annotating corresponding
semantics to the images of the indices I in the offline dataset
T τ by human annotators. Because of its annotation cost, we
assumed the size of the paired dataset |I| to be significantly
smaller than that of the offline dataset, for example, |I| ≤ 100.

III. RELATED WORK

We introduced some existing sim-to-real transfer methods
that use a non-photorealistic renderer on the simulator. Table I



lists the transfer methods that do not require on-policy inter-
action in the target MDP, assuming vision-based agents. The
main difficulty tackled by these methods was the absence of
a photorealistic renderer on the simulator. In the real world,
images captured by a camera are input to the agent; however,
generating photorealistic images on the simulator is generally
difficult because it requires developing a high-quality renderer.

In [7]–[11], [25], the algorithms learned policies or interme-
diate representations that were robust to changes in image style
using a non-photorealistic renderer. Thus, these algorithms
were expected to perform well even when a photorealistic style
was applied in a real-world environment. In particular, the
domain randomization technique has been widely used [7]–
[10].

A. Transfer via Image-to-Image Translation

In contrast to the above methods, [12]–[19] aimed to
perform style translation mapping among specific styles. To
accomplish this, these methods required an offline dataset of
the target MDP. Because these methods followed the principle
of collection without execution of on-policy interaction, the
offline dataset could be collected by a safety-guaranteed pol-
icy. Unsupervised style translation, such as domain adaptation
[26] and CycleGAN [27], are often used to change the styles
for state-of-the-art methods [13]–[15], [17], [18], [24], [28].
Using this translation mapping as a pre-processing function of
the target agent, the pre-trained policy can determine actions
in the same image style as the source MDP in the target MDP.

However, domain adaptation and cycle-consistency [27]
only have a weak alignment ability [18], and some existing
methods use paired datasets to properly transfer styles [16],
[17], [19]. Therefore, these two datasets have been widely
employed in previous studies and can be assumed to be a
common setting.

The similarity of transfer via image-to-semantics and image-
to-image is that they train style translation mapping F̂ among
the source and target state spaces that preserves essential
information; furthermore, the agent is the composite π ◦ F̂ ,
where π is a policy.

Again, the above methods use a non-photorealistic renderer
on the simulator. Thus, these methods cannot be compared
with transfer via image-to-semantics, as explained in Sec-
tion II-B2.

B. Learning Image-to-Semantics

Previous studies have used semantics in the source MDP
[10], [12], [16]–[18]. An important perspective on the appli-
cability of these methods to image-to-semantics is whether
they use a renderer on the simulator, as shown in Table I
and as discussed in Section II-B2. Because methods using a
renderer assume that the source state space is an image space,
image-to-semantics is beyond their scope, and it is not certain
that their mechanism will be successful in image-to-semantics.
For example, CycleGAN, which has been successfully used for
image-to-image learning, failed in image-to-semantics [18]. In
this regard, we refer to [18], an unpaired method that applies

the findings from image-to-image to image-to-semantics. In
addition, [19] is compared as a representative method that uses
a paired dataset as in this study.

1) CRAR: We refer to Section 4.4 of CRAR [19] as a
baseline of image-to-semantics learning. They described the
following policy transfer strategy: pre-train a source state
encoder Eσ : Sσ → Z , where Z is a latent space of the
encoder; train the source policy πσ : Z → A; and train a
target state encoder Eτ : Sτ → Z with regularization term∑

(sσ,sτ )∈P‖Eσ(sσ)−Eτ (sτ )‖22, where P is a paired dataset.
Then, the target agent is the composite πσ ◦ Eτ : Sτ → A.
Here, Eτ can be regarded as a style translation mapping. Note
that they only performed this experiment in the setting where
Sσ and Sτ are both image spaces; however, it can be applied
easily where Sσ is the semantic space.

2) Zhang et al.: We referred to the cross-modality setting of
their experiment as our baseline for image-to-semantics [18].
This setting is the same as the transfer via image-to-semantics.

There remain some challenges in [18], [19]. For [18], the
human annotation cost was eliminated because they did not
use a paired dataset. However, the loss function defined by
[18] for unpaired image-to-semantics style translation will not
necessarily provide a well-approximated F . Therefore, we
decided to use a paired dataset to efficiently supervise the
loss function as performed in [19], but with a paired dataset
smaller than [19].

IV. METHODOLOGY

Our approach approximates the image-to-semantics transla-
tion F using an offline dataset T τ . Similar to [19], we used
a paired dataset P = {(F (si), si) | (si, ai, ei) ∈ T τ , i ∈ I},
which was constructed by querying F (si) to human annotators
for an image observation of target MDP si ∈ Sτ included in
T τ . We incorporated two main ideas to reduce the annotation
cost. Pair augmentation generates an augmented paired dataset
P ′ using an offline dataset T τ . Active learning defines I, that
is, it selects a subset of T τ to be annotated to construct P
(Algorithm 2). We present an overall procedure of our method
in Algorithm 1.

We assumed that we have an offline dataset T τ , which
comprises multiple episodes in the target MDP. Let O denote
the set of indices corresponding to the beginning of an episode
in T τ , that is, O = {0} ∪ {i | 0 < i < |T τ | and ei−1 =
1 for (sτi−1, ai−1, ei−1) ∈ T τ}, where ei is the indicator:
when timestep i is the end of an episode then ei = 1. For each
i ∈ O, let Ei = {t | 1 ≤ t ≤ min({k | k ≥ 1, ei+k = 1})}.
Then, for each i ∈ O, a subsequence of T τ starting from
timestep i and ending at i+ |Ei| corresponds to an episode.

A. Pair Augmentation by Transition Function

The objective of pair augmentation is to construct artificial
paired data P ′ such that sσ ≈ F (sτ ) for (sσ, sτ ) ∈ P ′ and
sτ ∈ T τ . Using an augmented paired dataset, we aimed to
obtain F̂ that approximates F by minimizing the loss

L(F̂ ,P ∪ P ′) =
1

|P ∪ P ′|
∑

(sσ,sτ )∈P∪P′
‖sσ − F̂ (sτ )‖22 . (2)
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Fig. 2. Illustration of pair augmentation. Oracle F generates semantics corresponding to a particular image in the offline dataset. The next state in semantics is
computed using the transition function Trσ with the current semantics along with the action taken while collecting the offline dataset. This allows us to obtain
semantics corresponding to the image at the next timestep in the offline dataset without any annotation costs. Augmented pairs with green dual directional
arrows were stored in P ′. In this figure, note that rendered (non-photorealistic) images are shown in the offline dataset, but in reality, camera-captured
(photorealistic) images are contained.

Algorithm 1 Overall Procedure
Require: Source MDP Mσ , Offline dataset T τ , Oracle F

1: Train source MDP’s policy πσ on Mσ

2: Train VAE encoder Eτ using T τ
3: Determine indices I by active learning (Algorithm 2)

using Eτ , T τ
4: Create P for I, T τ by oracle (human annotator) F
5: Create augmented pairs P ′ using P , T τ , T rσ ∈Mσ

6: Train F̂ by minimizing Equation (2)
Ensure: Target MDP’s agent πσ ◦ F̂

Note that CRAR [19] adopts L(F̂ ,P) instead of L(F̂ ,P∪P ′).
Our principle is as follows. Let I ⊆ O be a subset of

indices corresponding to the beginning of the episodes in T τ .
Suppose we have a paired dataset P constructed by querying
semantics sσi = F (sτi ) corresponding to images sτi in T τ for
time index i ∈ I. Although semantics sσi+1 representing an
image of the next timestep sτi+1 in T τ is unknown, because of
the transition condition given in Section II-A and deterministic
transition, it equals sσi+1 = Trσ(sσi , ai), where ai is the action
taken at timestep i when collecting the offline dataset T τ
and is included in T τ . In reality, because human annotations
and state transition contain errors as compared to the truth,
the generated semantics sσi+1 do not exactly represent the
image sτi+1. However, even with errors in F and Trσ , it
is expected that the generation of the above semantics is a
valuable approximation. By recursively applying the above
generation, we obtained the augmented paired dataset P ′.

Formally, P ′ was constructed as follows: For each index i ∈
I, we defined a sequence {ŝσi+t}t∈Ei as ŝσi = sσi (contained
in P) and ŝσi+t = Trσ(ŝσi+t−1, ai+t−1) for t ∈ Ei, where
ai+t−1 are contained in T τ . The augmented paired dataset is
then P ′ = {(ŝσi+t, sτi+t)}i∈I,t∈Ei , where sτi+t is contained in
T τ . Thus, we could construct an augmented paired dataset P ′
of size |P ′| =

∑
i∈I |Ei| from the paired dataset P of size

|P| = |I|.
Figure 2 illustrates the pair augmentation scheme.
The reason why I was a subset of episode start indices
O rather than I ⊆ {j | 0 ≤ j < |T τ |, j ∈ Z} was to
maximize the size of augmented pairs |Ei|. In other words,
because we could augment sσi = F (sτi ) until the end of the
episode including sτi , to maximize |P∪P ′|, human annotations
should be conducted at the beginning of an episode of T τ .

B. Active Learning for Pair Augmentation

To select episodes for annotation, that is, decide I, we
incorporated the idea of diversity-based active learning (AL)
[29]–[31]. Their motivation was to select dissimilar samples
to effectively reduce the approximation error. Intuitively, if
P ∪ P ′ has many similar pairs, they might have a similar
effect on training F̂ ; this may lead to a waste in annotation
cost. Therefore, we attempted to select episodes (indexed by
I ⊂ O) to be annotated to ensure the inclusion of diverse
pairs.

We successively selected the episode to annotate, and we
called each selection step the n-th round. For i ∈ O, let Bi =
{sτi+t}t∈{0}∪Ei be a set of target state observations present in
the episode starting at timestep i ∈ O. We referred to it as
batch. Let In−1 be the set of selected indices before the n-th
round, and let Sn−1 =

⋃
k∈In−1

Bk be a set of all the state
vectors in the episodes selected before the n-th round. Let
d : Sτ × Sτ → R be some appropriate distance measure. In
the n-th round, a batch was selected based on the following
two diversity measures: The inter batch diversity

finter(Bi, Sn−1) =
∑
sτ∈Bi

min
sτj∈Sn−1

d(sτ , sτj ) (3)

can evaluate the dissimilarity of Bi and Sn−1. The batch with
the greatest finter was considered to be the most dissimilar



Algorithm 2 Active Learning
Require: Trained VAE encoder Eτ , Offline dataset T τ

1: Initialize I0 = {c}|c∼Uniform(O)

2: for 1 ≤ n < N do . n-th round
3: Set Sn−1 =

⋃
k∈In−1

Bk
4: Measure finter(Bi, Sn−1) for all i ∈ O
5: Pick top b% of indices in terms of finter as Q
6: Measure fintra(Bi) for all i ∈ Q
7: Pick the index c from Q with the greatest fintra

8: Set In = {c} ∪ In−1

9: end for
Ensure: Indices IN−1 (with the size of N ) as I

batch against the pre-selected batches. The intra batch diver-
sity

fintra(Bi) =
∑
sτp∈Bi

∑
sτq∈Bi

d(sτp , s
τ
q ) (4)

can evaluate the dissimilarity of the states inside Bi. The batch
with the greatest fintra was considered to contain the most
diverse states.

We selected a batch that maximizes the above two diversity
measures; we performed a bi-objective optimization for selec-
tion. To avoid overemphasizing one measure over the other,
we employed two separate single-objective optimizations for
each measure. In each round, we picked up indices of batches
with finter in the top b% (b = 10 in our experiments) from
unselected episodes as Q, and subsequently, selected the batch
with the greatest fintra from Q. I0 was initialized with the
episode sampled from O uniformly at random.

C. Representation Learning Using Offline Dataset

For d : Sτ × Sτ → R to be a reasonable distance measure
in the image space, we employed a VAE encoder [32]: Eτ :
Sτ → Z . It stochastically outputs a latent vector z ∈ Z for
sτ ∈ Sτ . The distance between two states sτp ∈ Sτ and sτq ∈
Sτ was given by the Euclidean distance between the mean
vectors for their latent representations, that is, d(sτp , s

τ
q ) =

‖E[Eτ (sτp)]−E[Eτ (sτq )]‖2. We trained Eτ using all states in
the offline dataset T τ before performing the active learning
procedure.

We used the states contained in
⋃
i∈I Bi in training F̂ by

Equation (2); however, the remaining
⋃
i∈O\I Bi were not

used. In order to use it, we included Eτ as a feature extractor
for F̂ by receiving the benefit of representation learning for
downstream tasks. We modeled F̂ = φ ◦ Eτ , and we trained
φ by Equation (2), whereas Eτ was fixed.

V. EXPERIMENTS

We aimed to verify the following two claims: (1) the
proposed paired augmentation and AL reduces the annotation
cost for approximating F̂ while maintaining its performance
level; and (2) the paradigm with the paired dataset performs
better than the method without paired datasets.

A. Evaluation Metrics

1) Policy Performance (PP): The most important evalua-
tion metric for F̂ is the expected cumulative reward of the
target agent using Equation (1):

PP(F̂ ;πσ,Mτ ) = J(πσ ◦ F̂ ; pτ , rτ , γ, pτ0) . (5)

In our experiments, we approximated it by averaging the
cumulative reward of 50 episodes with γ = 1. This metric
was commonly used in [18], [19].

2) Matching Distance (MD): Because our technical contri-
bution was mainly to approximate F , we used the following
empirical approximation error:

MD(F̂ ; T , F ) =
1

|T |
∑

(sτ ,a,e)∈T

‖F (sτ )− F̂ (sτ )‖22, (6)

where T is a trajectory collected by a behavior policy in the
target MDP, which is not used for learning F̂ . Unfortunately, in
a real-world environment, evaluating Equation (6) for a large
size of T is challenging because F requires human annotation.
To enable MD in our experiment, we performed experiments
using the simulator for both the source MDP and target MDP.
We adopted the rendered image space as the state space of
the target MDP. Because both semantics and images were
generated in the simulator, F was freely available to calculate
Equation (6). A similar metric to Equation (6) was used in
[18].

B. Environment

We evaluated the proposed approach on three environments.
1) ViZDoom Shooting (Shooting): ViZDoom Shooting [33]

is a first-person view shooter task, in which an agent obtains
64×64 RGB images from the first-person perspective in the
target MDP. The agent can change its x-coordinate by moving
left and right in the room and attacking forward (|A| = 3). An
enemy spawns with a random x-coordinate on the other side
of the room at the start of the episode and does not move or
attack. The agent can destroy the enemy by moving to the front
of it and shooting it; time to destruction is directly related to
the reward. Semantics are the x-coordinates of the agent and
the enemy; hence, Sσ is a 2-dimensional space. The maximum
timesteps is 50 for each episode. The behavior policy to collect
the offline dataset T τ is a random policy, and T τ consists of
200 episodes, that is, 10k timesteps in total.

2) PyBullet KUKA Grasp (KUKA): This is a grasp task
using PyBullet’s KUKA iiwa robot arm [34]. Success is
achieved by manipulating the end-effector of the robot arm
and lifting a randomly placed cylinder. The semantics are the
xyz-coordinate and the 3-dimensional Euler angle of the end-
effector and the xyz-coordinate of the cylinder; hence, Sσ is a
9-dimensional space. We used the rendered 64×64 RGB im-
ages captured from three different viewpoints simultaneously
as the state observations in the target MDP. The total timesteps
per episode is fixed to 40. The behavior policy to collect T τ
is a random policy, and T τ comprised 250 episodes, that is,
10k timesteps in total.



TABLE II
RESULTS OF SHOOTING. MD VALUES WERE SCALED TO 102 FOR

CONVENIENCE. πσ HAS PP=45.99, AND THE BEHAVIOR POLICY HAS
PP=16.39.

Method MD PP
|I| = 0

Zhang et al. 37.42± 6.23 22.46± 4.99
|I| = 10

CRAR 11.00± 1.72 35.16± 4.31
Ours w/o AL 3.44± 0.89 43.99± 1.29
Ours 0.16± 0.12 44.73± 1.07

|I| = 50
CRAR 2.80± 0.70 42.29± 2.12
Ours w/o AL 0.06± 0.02 46.02± 0.31
Ours 0.02± 0.00 45.66± 0.34

3) PyBullet HalfCheetah-v0 (HalfCheetah): This is a Py-
Bullet version of the HalfCheetah, that is, a task in which a
2-dimensional cheetah is manipulated by continuous control
to run faster. The torque of the six joints can be controlled
(A = [−1, 1]6), and the semantic space is a 26-dimensional
space. We collected 64×64 images captured from three differ-
ent viewpoints for two consecutive timesteps and defined Sτ
as an image space containing a total of 6 frames. The total
timesteps per episode is fixed to 1000. The behavior policy
to collect T τ is a random policy, and T τ consists of 100
episodes, which is 100k timesteps in total.

In our experiments, information such as xyz-coordinates
and velocity can be recovered from a combination of multiple
images by capturing images from multiple viewpoints at
consecutive times, and such a setup is necessary in practice.

C. Setting

We used a 7-layer convolutional neural network and a 4-
layer fully connected neural network for the VAE encoders
Eτ and φ, respectively, for both the proposed and existing
methods. We trained them in gradients using Adam [35].
The dimensions of the latent space of VAE Z were set
to 32, 96, and 192 for Shooting, KUKA, and HalfCheetah,
respectively. For CRAR [19], we uniformly selected indices I
from {i | 0 ≤ i < |T τ |, i ∈ Z}. For our method, without an
AL setting, I was selected uniformly and randomly from O.
For Shooting and KUKA, we used a handcrafted policy instead
of one trained by RL as πσ . In HalfCheetah, we trained πσ

using PPO [36].

D. Results

Tables II to IV show the results of the image-to-semantics
learning in the three environments. These tables show the
results on average±std over five trials. |I| denotes the number
of paired data, which is the annotation cost. Because of the
transition and reward conditions, the PP of πσ ◦ F on Mτ

assimilate to that of πσ on Mσ .
Note that most image-to-image methods shown in Table I

cannot be compared with image-to-semantics methods be-
cause some assumptions cannot be satisfied under image-to-
semantics settings. One way to speculate on the performance
of the image-to-image techniques in an image-to-semantics

CRAR Ours w/o AL Ours

Fig. 3. Scatter of the obtained semantics on ViZDoom Shooting with |P| =
|I| = 10: {F (sτ ) | (sσ , sτ ) ∈ P} for CRAR, and {F (sτ ) | (sσ , sτ ) ∈ P∪
P ′} for our method. Each square represents a 2-dimensional semantic space.
The semantic space shows that both pair augmentation and AL contribute to
expanding the coverage.

TABLE III
RESULTS OF KUKA. PP CORRESPONDS TO GRASP SUCCESS PROBABILITY.

πσ HAS PP=1.0, AND THE BEHAVIOR POLICY HAS PP=0.048.

Method MD PP
|I| = 0

Zhang et al. 0.90± 0.12 0.12± 0.08
|I| = 10

CRAR 0.59± 0.07 0.24± 0.22
Ours w/o AL 0.35± 0.05 0.52± 0.19
Ours 0.37± 0.03 0.65± 0.07

|I| = 100
CRAR 0.32± 0.02 0.52± 0.15
Ours w/o AL 0.11± 0.01 0.76± 0.09
Ours 0.12± 0.01 0.90± 0.04

setting is to see Zhang et al. [18]. Zhang et al. used do-
main adaptation [26], which is commonly used in image-to-
image learning; thus, their method can be interpreted as a
representative example in which the techniques cultivated in
image-to-image are imported to image-to-semantics. Although
CycleGAN [27] is also widely employed in image-to-image
learning, along with domain adaptation, they confirmed in their
experiments that this method did not outperform their method
in the image-to-semantics setting [18].

In all cases, compared with the approach of Zhang et al.
[18], our approaches with and without AL achieved a smaller
MD and a greater PP. Zhang et al.’s approach is designed to
learn F̂ without a paired dataset to eliminate the annotation
cost. However, learning without pairs does not necessarily
lead to the true image-to-semantics translation mapping, as
observed in the high MD and low PP in our results. This
result shows the effectiveness of the paradigm using paired
data when aiming for higher performance policy transfer while
compromising the annotation cost to prepare a small number
of paired data.

By comparing the results of our approaches with and
without AL and those of CRAR, we confirmed the efficacy
of pair augmentation in achieving a smaller MD and higher
PP. We achieved PP=44.73 ± 1.07 in Shooting with 10 pairs
using pair augmentation and AL, which is more than the
PP=42.29±2.12 achieved by CRAR with 50 pairs. In addition,
in KUKA, we achieved PP=0.65 ± 0.07 in 10 pairs, which
exceeds PP=0.52 ± 0.15 achieved by CRAR with 100 pairs.
This means that the annotation cost was reduced by more
than ×5 and ×10, respectively. This difference is even more



TABLE IV
RESULTS OF HALFCHEETAH. πσ HAS PP=2735.73, AND THE BEHAVIOR

POLICY HAS PP=−1230.01.

Method MD PP
|I| = 0

Zhang et al. 3.71± 0.32 −1511.97± 192.51
|I| = 10

CRAR 1.80± 0.09 −1411.83± 144.21
Ours w/o AL 0.40± 0.04 596.20± 121.43
Ours 0.37± 0.05 580.21± 71.95

|I| = 50
CRAR 0.88± 0.05 −818.29± 300.08
Ours w/o AL 0.12± 0.01 878.79± 88.52
Ours 0.07± 0.01 968.49± 99.53

pronounced in HalfCheetah. This may be because the ratio
|P ∪ P ′|/|P| is the greatest in this environment: CRAR uses
|P| = |I| paired data, whereas our proposed approach used an
additional |P ′| = 999|I| augmented paired data because the
number of timesteps per episode was 1000 in this environment.

A tendency of reduced MD and increased PP was observed
in the proposed approach with AL compared to that without
AL. Specifically, AL reduced MD except in KUKA, and
clearly improved PP in KUKA, while achieving competitive
PP in the other two environments.

In Figure 3, we present the effectiveness of our approach
in Shooting. The proposed AL maximized the diversity in the
latent space that represents the image space, but the diversity
was also maximized when this result was visualized in the
semantic space.

E. Experiments with Errors

In this section, we verify the robustness of the proposed
method against errors in annotation and state transitions.

1) Annotation Error: In our previous discussion and in
experiments of Section V-D, we assumed that we could query
oracle F , that is, true image-to-semantics mapping by human
annotations. However, because human annotation indicates the
process of assigning semantics to images by humans, errors
are expected to occur in the output semantics. Therefore, we
provided a new experimental setup here: for some sτ ∈ Sτ ,
we can observe F (sτ ) + ε instead of F (sτ ) while creating
the paired dataset P , where ε ∈ Rdim(Sσ) is a random vector
representing the annotation error.

2) Transition Error: In reality, the state transition function
on the simulator Trσ is expected to contain modeling errors.
For example, environment parameters such as friction coeffi-
cients and motor torques in the real world cannot be accurately
estimated in the simulator, and thus, state transitions in reality
cannot be correctly imitated. Therefore, we provided a new
experimental setup here: for some (s, a) ∈ Sσ ×A, we could
obtain Trσ(s, a) + ε instead of Trσ(s, a) while augmenting
a paired dataset, where ε ∈ Rdim(Sσ) is a random vector
representing the transition error. Note that when training πσ ,
we used the one without errors in our experiments.

3) Error Generation: We generated two types of errors by
adding a random variable ε ∈ Rdim(Sσ). Here, we denoted a

TABLE V
RESULTS WITH ANNOTATION ERRORS.

Method α MD PP
Shooting (|I| = 50)

CRAR 0.0 2.80± 0.70 42.29± 2.12
Ours w/o AL 0.06± 0.02 46.02± 0.31
CRAR 0.04 2.99± 0.93 42.91± 1.71
Ours w/o AL 0.12± 0.05 45.90± 0.54
CRAR 0.15 3.50± 1.21 43.51± 2.04
Ours w/o AL 0.47± 0.07 44.56± 0.59
CRAR 0.3 4.90± 0.85 40.83± 2.78
Ours w/o AL 1.42± 0.15 42.47± 1.74

KUKA (|I| = 100)
CRAR 0.0 0.32± 0.02 0.52± 0.15
Ours w/o AL 0.11± 0.01 0.76± 0.09
CRAR 0.04 0.33± 0.03 0.58± 0.11
Ours w/o AL 0.12± 0.01 0.76± 0.18
CRAR 0.15 0.32± 0.03 0.53± 0.15
Ours w/o AL 0.14± 0.01 0.68± 0.15

HalfCheetah (|I| = 50)
CRAR 0.0 0.88± 0.05 −818.29± 300.08
Ours w/o AL 0.12± 0.01 878.79± 88.52
CRAR 0.04 0.91± 0.03 −919.86± 328.14
Ours w/o AL 0.12± 0.01 787.0± 230.32
CRAR 0.15 0.99± 0.06 −833.35± 464.76
Ours w/o AL 0.15± 0.02 616.63± 260.73

value of the h-th dimension of x ∈ RH as x(h) ∈ R. We sam-
pled ε(h) ∼ N(h), where N(h) is a Gaussian distribution with
mean µ = 0 and standard deviation σ = α · std[sσ(h)]sσ∈T σ .
Here, std[sσ(h)]sσ∈T σ is the sample standard deviation of a
source trajectory T σ collected by a behavior policy in source
MDP, and α ≥ 0 is the noise scale.

For the annotation error, using the semantics sequence
of augmented pairs {ŝσi+t}t∈Ei provided without error, we
provided the semantics as F (sτi )+ ε̄i for P and {ŝσi+t+ ε̄i}t∈Ei
for P ′, where ε̄i is a realized random vector with α > 0.
For the transition error, we defined {ŝσi+t +

∑t
j=1 ε̄i,j}t∈Ei

for P ′, where ε̄i,j is the realized random vector. Note that,
here, we approximated the error generation based on the
following assumption: Trσ(s, a) = s + Trσ∆(a), that is,
Trσ(s+ ε̄1, a)+ ε̄2 = s+Trσ∆(a)+ ε̄1 + ε̄2. This is an approxi-
mation simplifying implementation; however, for Shooting and
KUKA, the above assumption is actually satisfied for almost
all states and actions.

4) Results: Here, we analyze the effect of two types of
errors on P and P ′, and understand how this affects the
approximation of F . Therefore, we do not experiment with
the method of Zhang et al., which does not utilize paired
datasets. In addition, to eliminate the effect of the choice of
I on the generation of P and P ′ in the comparison between
the proposed method and CRAR, we conducted experiments
under the setting without AL.

The results with annotation errors are shown in Table V.
In both CRAR and the proposed method, the semantics of
the paired data deviated from the true data as the scale of
the annotation error α increased; thus, we observed that MD
tends to increase for both methods. Although PP tended to
decrease only for the proposed method, the proposed method
achieved better MD and PP than CRAR for the same error



TABLE VI
RESULTS WITH TRANSITION ERRORS.

Method α MD PP
Shooting (|I| = 50)

CRAR 0.0 2.80± 0.70 42.29± 2.12
Ours w/o AL 0.06± 0.02 46.02± 0.31
Ours w/o AL 0.01 0.12± 0.04 45.90± 0.51
Ours w/o AL 0.04 0.67± 0.12 44.78± 1.16
Ours w/o AL 0.1 3.43± 1.00 43.44± 1.60

KUKA (|I| = 100)
CRAR 0.0 0.32± 0.02 0.52± 0.15
Ours w/o AL 0.11± 0.01 0.76± 0.09
Ours w/o AL 0.01 0.12± 0.01 0.80± 0.11
Ours w/o AL 0.04 0.14± 0.00 0.67± 0.22

HalfCheetah (|I| = 50)
CRAR 0.0 0.88± 0.05 −818.29± 300.08
Ours w/o AL 0.12± 0.01 878.79± 88.52
Ours w/o AL 0.01 0.18± 0.02 426.61± 221.12
Ours w/o AL 0.04 1.21± 0.13 −523.8± 336.51

scale α. In addition, we confirmed that PP with an annotation
error for our method remains comparable to the case without
an annotation error for a certain degree of α. For example,
in KUKA experiments, the proposed method achieved PP =
0.76± 0.18 with α = 0.04, which was close to PP = 0.76±
0.09 without annotation error. We conclude that the proposed
pair augmentation is effective in image-to-semantics learning
even in the presence of annotation errors.

The results with transition errors are shown in Table VI.
Note that CRAR does not use Trσ; thus, the result did not
depend on transition error scale α; the result of CRAR with
α > 0 matched the result of α = 0. Because the proposed
pair augmentation scheme used Trσ to generate semantics,
for larger t ∈ Ei, the variance of error was expected to be
large; then, the augmented semantics in P ′ were far from the
actual semantics. In fact, we observed an increase in MD and
a decrease in PP in the proposed method as the scale of α
increased. In contrast, both MD and PP were better than CRAR
up to α = 0.04 for Shooting and KUKA, and up to α =
0.01 for HalfCheetah. This indicates that the proposed pair
augmentation is effective in reducing the annotation costs up
to a certain level of transition errors.

F. Effect of Behavior Policy

To further reveal the behavior of image-to-semantics meth-
ods, we evaluated them on HalfCheetah by adopting a low
performance policy, rather than the random policy, as the
behavior policy. We pre-trained the low performance policy
with a small number of iterations using PPO.

We observed that, compared with Table IV and Table VII,
the performance of the behavior policy affected the PP of the
resulting target agent. Here, the PP of the random policy was
−1230.01 and that of the low performance policy was 822.39.
Therefore, the PP of our proposed method was improved from
968.49± 99.53 to 1527.37± 133.19 when |I| = 50.

These results indicate that owing to the low performance
of the random policy, faster-running states, that is, states with
high velocity, cannot be observed; in other words, the random

TABLE VII
RESULTS OF HALFCHEETAH WHEN T τ WAS COLLECTED BY THE LOW

PERFORMANCE POLICY. THE BEHAVIOR POLICY HAS PP=822.39 AND πσ

HAS PP=2735.73. THE TRAJECTORY FOR CALCULATING MD IS
COLLECTED BY THE LOW PERFORMANCE POLICY.

Method MD PP
|I| = 0

Zhang et al. 1.03± 0.19 −1241.31± 523.06
|I| = 10

CRAR 0.74± 0.06 −1549.82± 106.04
Ours w/o AL 0.09± 0.02 1117.05± 127.93
Ours 0.06± 0.00 1145.77± 110.29

|I| = 50
CRAR 0.37± 0.04 −1416.37± 194.31
Ours w/o AL 0.03± 0.00 1393.11± 226.39
Ours 0.02± 0.00 1527.37± 133.19

policy can only observe a limited state. This limitation could
lead to an increase in the approximation error of F̂ . This
implied that image-to-semantics is affected by the performance
of the behavior policy in some tasks.

A promising result for the image-to-semantics framework
is that the target agents obtained by our approach outperform
the behavior policy. In particular, in Table VII, the PP of
the behavior policy is 822.39; furthermore, when image-to-
semantics was performed with 50 annotations (|I| = 50),
we obtained a PP of 1527.37 ± 133.19. In other words, we
could achieve a higher performance compared with that of the
behavior policy using a small number of annotations and the
image-to-semantics protocol.

In the previous discussion, we found that the PP achieved by
the image-to-semantics framework is affected by the quantity
and quality of paired data, and the region of state space
comprising the dataset for training F̂ . In fact, as an extreme
example, F̂ trained using |P|=100k with the trajectories col-
lected by the optimal policy, achieved PP=2624.65 ± 29.09,
which is almost identical to PP=2735.73, the performance of
the optimal source policy. Note that such a near-complete
policy transfer is already achieved in Shooting and KUKA,
as shown in Tables II and III.

VI. CONCLUSION

In this study, we investigated the image-to-semantics prob-
lem for vision-based agents in robotics. Using paired data for
learning image-to-semantics mapping is favorable for achiev-
ing high-performance policy transfer; however, the cost of
creating paired data cannot be ignored. This study contributes
to existing literature by reducing the annotation cost using
two techniques: pair augmentation and active learning. We
also confirmed the effectiveness of the proposed method in
our experiments.

In future work, we must address the following limitations:
(1) Experiments have not been conducted using actual robots;
therefore, it is not known how difficulties specific to actual
robots will affect the image-to-semantics performance; (2)
We cannot always freely query Trσ; therefore, it would be
beneficial to know if we can substitute the one learned using
source trajectory, similar to [18], [23]; (3) In some cases, the



transition error is too large, and we would like to be able
to improve the approximation accuracy of F̂ by considering
performing pair augmentation for {t | t ∈ Ei, t ≤ K} rather
than Ei. This expectation is because augmented semantics with
larger t ∈ Ei are inaccurate. Furthermore, we would like to find
a way to automatically determine such a K.
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