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Abstract—The paper presents a multi-camera tracking method
intended for tracking soccer players in long shot video recordings
from multiple calibrated cameras installed around the playing
field. The large distance to the camera makes it difficult to
visually distinguish individual players, which adversely affects the
performance of traditional solutions relying on the appearance
of tracked objects. Our method focuses on individual player
dynamics and interactions between neighborhood players to
improve tracking performance. To overcome the difficulty of
reliably merging detections from multiple cameras in the presence
of calibration errors, we propose the novel tracking approach,
where the tracker operates directly on raw detection heat maps
from multiple cameras. Our model is trained on a large synthetic
dataset generated using Google Research Football Environment
and fine-tuned using real-world data to reduce costs involved
with ground truth preparation.

Index Terms—multi-camera multi-object tracking, tracking by
regression, soccer player tracking

I. INTRODUCTION

Reliable tracking of players is a critical component of
any automated video-based soccer analytics solution [1]], [2]].
Player tracks extracted from video recordings are the basis
for players’ performance data collection, events tagging, and
tactical and player fitness information generation. This paper
presents a multi-camera multi-object tracking method suitable
for tracking soccer players in long-shot videos. Our method is
intended for tracking multiple players from a few cameras (e.g.
4-6) installed at fixed positions around the playing field. An
exemplary input from such a multi-camera system is shown
in Fig [}

Such a setup makes tracking players a very challenging
problem. Most of the existing multi-object tracking meth-
ods [3]]-[6] follow tracking-by-detection paradigm and heavily
rely on the appearance of tracked objects to link detections
between consecutive video frames into individual tracks. In
our case scenario, it’s very difficult to distinguish players based
on their appearance. Players from the same team wear jerseys
of the same color. Cameras are distant from the ground plane
and cover a large part of the pitch. Thus images of players are
relatively small. As seen in Fig. 2] players’ jersey numbers and
facial features are hardly visible. Frequent occlusions, when
players rush towards the ball, make the problem even more
challenging. Another problem is how to reliably aggregate
player detections from multiple cameras in the presence of
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Fig. 1. Overview of our tracking solution. Detection heat maps from single-
camera detectors are transformed into bird’s-eye view using homographies and
stacked as a multi-dimensional tensor, with one dimension per camera. For
visualization purposes, we color-code detection maps from different cameras
(1). The tracking network uses detection heat maps (2) and existing player
tracks (3) to regress new player positions (4). Finally, existing tracks are
extended using regressed player positions. A simple heuristic is used to
terminate tracks or initiate new tracks (5).

camera calibration errors, inaccuracies in single-camera player
detections and player occlusions.

This paper presents a multi-camera multi-object tracking
method intended for tracking soccer players in long shot video
recordings from cameras installed around the playing field.
We assume cameras are initially calibrated and homographies
between a camera plane and a ground plane are estimated
by manually matching distinctive points (e.g. four corners of
the playing field) in each camera view with the bird’s-eye
view diagram of the pitch. Our solution is an online tracking
method, where time-synchronized frames from cameras are
processed sequentially and detections at each timestep are
used to extend existing or initiate new tracks. In the prevailing
tracking-by-detection paradigm [3], detections at each timestep
are linked with existing players’ tracks by solving the so-called
assignment problem. The problem is not trivial to solve in a
single-camera setup but becomes much more complicated for
multiple-camera installations. Detections of the same player
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Fig. 2. A cropped region from a long shot camera view illustrating the
difficulty of player identification using visual features. Players from the
same team have a similar appearance and jersey numbers are mostly not
recognizable.

from multiple cameras must be first aggregated before linking
them with existing tracks. This is a challenging task due
to occlusions, camera calibration errors, and inaccuracies in
single-camera detector outputs. Recent methods use sophis-
ticated techniques with explicit occlusion modeling, such as
Probabilistic Occupancy Maps [7]-[9] or generative models
consisting of Convolutional Neural Network and Conditional
Random Fields [10], to reason about objects ground plane
positions consistent with detections from multiple cameras.
Such aggregated bird’s-eye view detection map is fed into
the tracker. On the contrary, our method follows tracking-by-
regression principle and does not need such preprocessing step.
It processes raw detection maps from each camera before the
non-maxima suppression step. Aggregation of multiple single-
camera detector outputs is moved from the preprocessing stage
into the tracking method itself and is end-to-end learnable.
This is achieved by using a homography to transform detection
heat maps from multiple cameras onto the common bird’s-
eye view plane and stacking them as a multi-channel tensor.
Each channel corresponds to one camera view. Extracting
and aggregating information from multiple detection maps is
done within the tracking network itself. In the absence of dis-
criminative players’ appearance cues, our method focuses on
individual player dynamics and interactions between neighbor-
hood players to improve the tracking performance and reduce
the number of identity switches. We model player dynamics
using an LSTM-based Recurrent Neural Networks (RNN)
and interaction between players using a Graph Neural Network
(GNN) with message passing mechanism [12]].

Our learnable tracking method, using deep networks to fuse
detections from multiple cameras and model player dynam-
ics/interactions, requires a large amount of annotated data for
training. Manual labeling of player tracks in a sufficiently large
number of video recordings is prohibitively expensive. We
train our model using the synthetic data generated with Google
Research Football Environment (GRF) to overcome this
problem. We adapted GRF code to allow recording time-
synchronized videos from four virtual cameras placed at the
fixed locations around the playing field with accompanying
ground truth player tracks. An exemplary frame from a soccer

Fig. 3. A crop from a synthetic video sequence generated using Google
Research Football Environment.

game video generated using GRF is shown in Fig. 3] To bridge
the domain gap between real and synthetic data, we employ
a two-step training approach. First, our model is trained on a
large synthetic dataset generated using GRF environment, and
then it’s fine-tuned using a smaller, manually labeled real-
world dataset.

In summary main contributions of our work are as follows.
First, we present a learning-based approach for multi-camera
multi-object tracking, where aggregation of multiple single-
camera detector outputs is a part of the end-to-end learnable
tracking network and does not need a sophisticated preprocess-
ing. Second, our tracking solution exploits player dynamics
and interactions, allowing efficient tracking from long shot
video recordings, where it’s difficult to distinguish individual
objects based on their visual appearance.

II. RELATED WORK

Multi-object tracking. The majority of recent multi-object
tracking methods follow the tracking-by-detection paradigm,
which splits the problem into two separate phases. First,
objects are detected in each frame using a pretrained object
detector, such as YOLO [14]. Then, detections from consec-
utive frames, usually in the form of object bounding boxes,
are linked together to form individual tracks. These methods
can be split into two categories: online and offline approaches.
Online methods [[15], sequentially process incoming video
frames. Detections from a new frame are compared with
existing tracks and either linked with existing tracks or used to
initiate a new track (so-called data association problem). The
similarity between detection and an exiting track is computed,
based on positional, visual appearance, or motion cues, using
different techniques, such as Recurrent Neural Networks
or attention mechanism [[16]. Online approaches use global
optimization techniques, such as graph optimization [17],
or hierarchical methods [19]], to find optimal tracks over large
batches of frames or even entire video sequences.

Multi-camera tracking. Existing Multi-Camera Multi-
Object (MCMO) tracking methods can be split into two
main groups. Earlier methods track targets separately in each
view, then merge tracklets recovered from multiple views to



maintain target identities [6], [20], [21[]. E.g. [6] encodes
constraints on 3D geometry, appearance, motion continuity,
and trajectory smoothness among 2D tracklets using a space-
time-view hyper-graph. Consistent 3D trajectories are recov-
ered by finding dense sub-hypergraphs using a sampling-
based approach. Single-camera tracking methods are sensitive
to occlusions and detection misses, which can lead to track
fragmentation. Fusion of fragmented tracklets to generate
consistent trajectories maintaining identities of tracked targets
is a challenging task.

The second group of methods first aggregates detections
from multiple cameras at each time step, then links aggregated
detections to form individual tracks using a single-camera
tracking approach. [7]] constructs a Probability Occupancy
Map (POM) to model the probability of a person’s presence
in discrete locations in a bird’s-eye view plan of an observed
scene. The occupancy map is created using a generative
model by finding the most probable person locations given
background-segmented observations from multiple cameras.
This concept is extended in [§]] by incorporating sparse play-
ers’ identity information into the bird’s-eye view occupancy
map. Aggregated detections are linked into tracks using a
graph-based optimization (k-Shortest Path). [10] aggregates
detections from multiple cameras using a convolutional neural
network and Conditional Random Field (CRF) to model po-
tential occlusions on a discretized ground plane. The method
is trained end-to-end and outputs probabilities of an object’s
presence in each ground plane location. The aggregated detec-
tions are linked into tracks using a graph-based optimization.
[22] formulates detection fusion problem as a clique cover
problem. Appearance features are exploited during the fusion
using a person re-identification model.

III. MULTI-CAMERA SOCCER PLAYERS TRACKER

Multi-Object Tracking (MOT) aims to detect multiple tar-
gets at each frame and match their identities in different
frames, producing a set of trajectories over time. Our setup
uses video streams produced by a few (from 4 to 6) high-
definition cameras installed around the playing pitch. See
Fig. [5] for an exemplary input. We assume cameras are initially
calibrated. A homography between each camera plane and a
ground plane is estimated by manually matching distinctive
points (e.g. four corners of the playing field) in each camera
view with the bird’s-eye view diagram of the pitch.

A popular tracking-by-detection paradigm requires prior
aggregation of detections from multiple cameras at each time
step. In our camera configuration, this is problematic due to
the following factors. The initial camera calibrations become
less accurate over time due to environmental factors, such
as strong wind or temperature variations altering the length
of metal elements to which cameras are fixed. A software
time synchronization mechanism is not perfect, and due to the
network jitter, there are inaccuracies in timestamps embedded
in recorded video frames. There are frequent occlusions as
players compete for the ball. As a result, it’s difficult to reliably

link detections from multiple cameras corresponding to the
same player.

Instead of developing and fine-tuning a heuristic for aggre-
gating detections of the same player from different cameras,
we choose a learning-based approach based on raw outputs
from multiple single-camera detectors. Contrary to the typical
approach, we do not use players’ bounding boxes detected in
each camera view. We take raw detection heat maps from a
pretrained player’s feet detector as an input. For this purpose,
we use FootAndBall [23] detector, modified and trained to
detect a single class: player’s feet (to be more precise, the
center point between two players’ feet). In the detector, we
omit the last non-maxima suppression (NMS) and bounding
box calculation steps and output raw detection heat maps for
player feet class. A detection heat map is a single channel
tensor whose values can be interpreted as the likehood of a
player’s feet presence at a given location.

The idea behind our method is illustrated in Fig. [T} De-
tection heat maps from multiple single-camera detectors at
a time step tj are transformed into bird’s-eye view using
homographies and stacked as a multi-dimensional tensor, with
one dimension per camera (1). Note that detections of the
same player from different cameras, shown in different colors,
sometimes have little or no overlap. The tracking network
uses detection heat maps (2) and existing player tracks (3) to
regress new player positions at the time step ¢x (4). Existing
tracks are extended by appended the regressed player positions
(5). We use a simple heuristic to initiate new tracks or
terminate inactive tracks. Details of each component are given
in the following sections.

A. Tracking network architecture

The aim of the tracking network is to regress the new
position of tracked players (at a time step tj), based on
their previous trajectory (up to a time step t;_1), interaction
with other players, and output from player feet detectors (at
a time step tg). For this purpose, we use a Graph Neural
Network [12]], where each node encodes player state and
interaction between neighborhood players is modeled using
a message passing mechanism. The high-level overview of
the tracking network architecture is shown in Fig. 4] As an
input, we use detection heat maps from player’s feet detectors
transformed into a bird’s-eye view using homographies and
stacked together to form a multi-channel tensor 7Tp, with
each channel corresponding to one camera. For computational
efficiency, for each tracked player, we take a rectangular crop
from Tp, centered at the last known player position at a time
step tx—1. The left side of Fig. ] shows a color-coded example
of such a crop, with each color corresponding to one channel
(one camera). For each player, we use a feed-forward neural
network to compute an embedding of its corresponding crop
from the detection map 7p and a recurrent neural network
for the embedding of its previous track. We concatenate these
two embeddings to form a fused player embedding p,. We
model interactions between neighborhood players’ by building
an undirected graph. Each node represents a player, and its



initial state is set to a fused player embedding p,. All players
in the radius of £k = 3 meters are connected with edges,
and the distance between players (computed using their last
known positions in a time step tx_1) is used as an initial
edge attribute. See the middle part of Fig. [ for visualization
of the positions graph. Note that for simplicity, only edges
originating from one node (player) are shown. Information
between neighborhood nodes in the graph is exchanged using
a message passing algorithm [12], and node attributes are
updated. Finally, a new position of each player at a time step g,
is regressed using its corresponding node attributes. A player’s
track is extended using this regressed position.

a) Detections encoding: . For each tracked player, we
take a rectangular crop from stacked bird’s-eye view detec-
tion maps Tp centered at the last known player position
at a time step tx_;. In our implementation, each crop is a
4x81x81 tensor, with the number of channels equal to the
number of cameras and 81x81 spatial dimensions. Multiple
detection maps are aggregated using a convolutional layer
with a I1x1 kernel, producing a one-dimensional feature map.
Then, the crop is downsampled to 32x32 size, flattened, and
processed using a detection encoding network fp, a multi-
layer perceptron (MLP) with four layers having 1024, 512,
256, and 128 neurons and ReLLU non-linearity. This produces
128-dimensional detection embedding. Detection encoding
subnetwork is intended to extract information about probable
positions of the player’s feet at a time step tj, taking into
account detection results from all cameras. We experimented
with other architectures, such as 2D convolutions, but they
produced worse results. See the ablation study section for more
details.

b) Trajectory encoding: uses a simple recurrent neural
network with a single-layer LSTM cell. For each tracked
player, at a time step t, it accepts its previous tra-
jectory (Zg—n,Yk—n),---, (@x—1,yx—1) and produces 128-
dimensional trajectory embedding. It should be noted that
there’s no need to process the entire player trajectory at each
time step at the inference stage. For each tracked player,
at a time step tx , we feed only previous player position
(xk—1,Yk—1) to trajectory encoding subnetwork and use the
LSTM state of the prior step.

c) Position graph: models interactions between neigh-
borhood players. We build an undirected graph, where each
node represents a tracked player. For each player, we compute
a 256-dimensional, fused player embedding p; by concatenat-
ing its detection and trajectory embeddings. Initial features
XEO) of i-th graph vertex are set to this concatenated player
embedding p;. To model interactions between neighborhood
players, we add an edge between all pairs of vertices that
are closer than 3 meter threshold. Edge features e; ; of an
(,7) edge are set as the relative position of the j-th player
with respect to the i-th player at the previous time step tx_1.
eij = (#]_y — 7k 1,0, — i), where z_;,y; , are
coordinates of i-th player in the world reference frame at the
time step tx_1. See middle part of Fig. 4| for visualization
of the positions graph. For readability only edges originating

TABLE I
DETAILS OF THE NETWORK ARCHITECTURE. MLP IS A MULTI-LAYER
PERCEPTRON WITH A NUMBER OF NEURONS IN EACH LAYER GIVEN IN
BRACKETS AND RELU NON-LINEARITY.

Subnetwork Function Details

fp detection embedding net Conv (1x1 filter, 1 out channel)
MLP (1024, 512, 256, 128)

fr trajectory encoding single-layer LSTM

fu message generation MLP (128, 32)

N node update MLP (384, 384)

fr position regressor MLP (128, 2)

from one player are shown.

To model interaction between neighborhood players, we
run two iterations of a message passing algorithm [12]. First,
messages between pairs of neighbourhood nodes in iteration r,
where 1 < r < 2, are calculated using the following equation:

mfgz) =fm (xEM),xY’”,ei,j) ; (1

where fj; is a message generation function modeled using a
neural network. fj; takes features of two neighbourhood nodes
xz(-T_l), x(»’“_l) and edge features e; ;, concatenates them and
passes through a two layer MLP with 128 and 32 neurons
and ReLU non-linearity. It produces a 32-dimensional message
m(").

Then, messages from neighbourhood nodes are aggregated
and used to update node features, using the below equation:

>omy. ©
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where fy is a node update function. fy concatenates node fea-
tures xgkfl) from the previous message passing iteration with
aggregated messages from neighborhood nodes and passes
through a two-layer MLP with 384 and 384 neurons and ReLU
non-linearity. It produces updated node features xl(-k)

d) Regression of a players’ position: is the final element
of the processing pipeline. The node features xl(-n) obtained
after two rounds of message passing are fed to the neural
network fp, which regresses i-th player position (x;,y;) in a
world coordinate frame at a time step tj.

Details of message generation network fjs, node update
network fp, and a position regressor fp are given in Table

B. Network training

Out tracker is trained end-to-end, taking as an input a bird’s-
eye view player detection map at a time step tx; a sequence
of previous raw video frames from each camera at time steps
tk—n,...,tr; and previous positions of tracked players at time
steps tk—n—1,-..,tx. At first, we crop rectangular regions
around each player from both bird’s-eye view player detection
map and a sequence of previous raw video frames from each
camera. These crops are centered at the previous position of
the tracked player. Crops from a bird’s-eye view detection map
are centered at a player position at ¢;_1. Crops from previous
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Fig. 4. High-level architecture of our tracking network. For each player, we encode its previous trajectory and stacked crops from detections maps at time
step tx centered at the last player position at t5_ 1. Position graph is built, where each player corresponds to a graph node and edges connect neighborhood
players (for clarity, only edges from one player are shown). Vertex attributes are formed by concatenating trajectory and detection embeddings. Edge attributes
are initialized with a relative position between players. Information between neighborhood nodes is exchanged using a message passing algorithm, and vertex
attributes are updated. Finally, a player position at time ¢, is regressed based on updated vertex attributes.

raw video frames are centered at player position at time steps
tk—n_1,---,tp_1. The reason is that we do not know what
the current player position (at timestep ) is at the inference
stage. We are going to regress it. We need to center crops at
the last known position of each tracked player (at timestep
tk—1)-

We should note that processing the sequence of previous
video frames is needed only during the network training. In
the inference phase, we use RNN hidden state to carry the
information from previous frames.

The network predicts the new position of each tracked
player at a time step t; in a world coordinate frame. The
network is trained using a mean squared error (MSE) loss
defined as: £ =", (pl(t) - ﬁgt)), where ;55” is the regressed

position of i-th player at the timestep t; and pqt)

3
truth position.

We train our network using synthetic videos and ground
truth player tracks generated using Google Research Football
environment and fine-tune using a smaller real-world
dataset. The description of datasets is given in Section [[V-A]

is the ground

C. Track initialization and terminal

The main focus of this work is the tracking network,
intended to regress a new position of tracked players in
each timestep, based on their previous motion trajectory, the
interaction between neighborhood players, and input detection
maps. We use simple heuristics for the track initialization and
termination, Tracks are initialized by extracting local maxima
from aggregated detection heatmaps transformed to a bird’s-
eye view. A new tracked object is initiated if there’s a local
maximum detected at a position different from the positions
of already tracked objects. We terminate a tracked object if
no local maxima are detected in its vicinity for £ = 20
consecutive frames.

IV. EXPERIMENTAL RESULTS
A. Datasets and evaluation methodology

a) Training dataset: Initially, we used manually labeled
data from video recordings of live events to train our system.
However, manual labeling turned out to be a very labor-
intensive and error-prone task. For each player, we need
to tag its track on each of four cameras and preserve its
identity across different cameras. It’s not a trivial task, as
the jersey numbers are often not readable due to the player
pose, occlusions, or large distance from the camera. In our
initial experiments, training with a small set of manually
labeled data resulted in poor generalization. Instead, we resort
to synthetic data generated using the Football Engine from
Google Research Football environment [I3]. The Football
Engine is an advanced football simulator intended for rein-
forcement learning research that supports all the major football
rules such as kickoffs, goals, fouls, cards, corner, and penalty
kicks. The original environment generates videos from one
moving camera that focuses on the playfield part with a
player possessing the ball. We modified the code to generate
videos from four views at fixed locations around the pitch.
This simulates the real-world setup where four fixed-view
cameras are mounted on poles around the playfield. Generated
videos are split into episodes, where each episode is a part
of the game with a continuous player trajectory. When an
event resulting in players’ teleportation in the game engine
happens, such as a goal, a new episode is started. Altogether,
we generated 418 episodes spanning almost 0.5 million time
steps, each containing videos from four virtual cameras with
accompanying ground truth player tracks in a world coordinate
frame. Fig [3] shows an exemplary view from our modified
Football Engine setup.

b) Evaluation dataset: Evaluation is done using a syn-
thetic evaluation set and two real-world evaluation sets con-
taining manually tagged recordings of real matches from



two locations. The synthetic evaluation set, denoted as GRF,
consists of 4 game episodes containing recordings from four
virtual cameras. Video rendering parameters and virtual cam-
eras configuration are the same as in the training environment.
To verify if the model trained on the synthetic data works
on real-world data, we use two manually tagged sets of
recordings, named GT2 and GT3. Each consists of 5 minutes
(12 thousand frames at 30 fps) of manually tagged recordings
from four cameras installed at two different stadiums. The
camera configuration at each location is similar to the con-
figuration we use in the Football Engine virtual environment.
Four synchronized frames from the GT2 sequence are shown
in Fig. [5] Evaluation is done using the first 2000 frames
(corresponding to 100 seconds of the game) from each episode.
c) Evaluation metrics: We follow the same evaluation
protocol as used in MOT Challenges 2019 [24]. First, the
correspondences between the ground truth tracks and predicted
tracks are established using Kuhn-Munkres algorithm [25].
After establishing track correspondences, we calculate MOTA,
IDSW, mostly tracked, partially tracked, and mostly loss met-
rics. MOTA (Multiple Object Tracking Accuracy) is a popular
metric to report overall multi-object tracker accuracy, based on
a number of false positives, false negatives, identity switches,
and ground truth objects. For MOTA definition, please refer
to [24]. An identity switch error IDSW) is counted if a ground
truth target ¢ is matched in the new frame to a different track
than in the previous frame. Each ground truth trajectory is
classified as mostly tracked (MT), partially tracked (PT), and
mostly lost (ML). A target successfully tracked for at least
80% of its life span is considered mostly tracked. This metric
does not require that a player ID remains the same during the
tracking. If the target is tracked for less than 80% and more
than 20% of its ground truth track, it’s considered partially
tracked (PT). Otherwise, the target is mostly lost (ML).
Reported evaluation results for the synthetic dataset are
averaged over four game episodes.

B. Results and discussion

Figure [6] shows a visualization of tracking results super-
imposed onto detection heatmaps transformed to a bird’s-eye
view. For visualization purposes, the detection heatmap from
each camera is drawn with a different color.

a) Evaluation results.: Table compares the perfor-
mance of our proposed tracking method with the baseline
solution. The baseline tracker is a multiple target tracking
method using particle filters [26]. It’s based on an aggregated
bird’s-eye view detection heatmap, constructed by transform-
ing detection heatmaps from each camera to a ground plane
view using a homography and summing them together. Our
method outperforms the baseline on all three test sets: a
synthetic GRF set and real-world GT2 and GT3 sets. MOTA
metric is higher by 2-4p.p. Most importantly, the number
of identity switches (ID) is significantly lower, by 50% on
average. Without incorporating appearance cues, such as play-
ers’ jersey numbers, our method significantly reduces identity

switches compared to the baseline approach. This proves the
validity and the potential of the proposed solution.

b) Ablation study.: In this section, we analyze the im-
pact of individual components of the proposed method on
tracking performance. In all experiments, we used a synthetic
evaluation set (GRF). Table shows the performance of
reduced versions of our architecture versus the full model
performance. Disabling players’ motion (players’ movement
trajectory) cues when regressing new player positions almost
double the number of identity switches (ID), as shown in
'no player trajectory’. The tracking method is much more
likely to confuse tracking object identities without knowing
previous players’ trajectories. Switching off the message pass-
ing mechanism in the graph ('no message passing’ row),
where information is exchanged between neighborhood nodes
(players), has a similar effect on the tracking performance.
The number of identity switches increases from 7 to 12. We
can conclude that both components, player trajectory encoding
using RNN and modeling neighborhood players interaction
using GNN, are crucial for the good performance of the
proposed method.

Table [TV] the tracking performance for different choices of
the detection heatmap embedding subnetwork. We evaluated
the following approaches: processing unaggregated crops from
detection heatmaps (each is a 4-channel, crop size by crop size
tensor) using four-layer MLP with 1024, 512, 256, and 128
neurons in each layer (denoted as MLP); aggregating crops
from detection heatmaps using a convolutional layer with 1x1
kernel (this produces 1-channel tensor), followed by four-layer
MLP with 1024, 512, 256, and 128 neurons in each layer (de-
noted as Mixedl CNN+MLP); summing crops from detection
heatmaps across a channel dimension (this produces 1-channel
tensor), followed by four-layer MLP with 1024, 512, 256, and
128 neurons in each layer (denoted as Mixed2 Sum+MLP);
using a 2D convolutional network with positional encoding
using a CoordConv [27] layer (denoted as CoordConv) and
final global average pooling layer; using a 2D convolutional
network without the positional encoding and with the final
global average pooling layer (denoted as Conv). As expected,
using a convolutional architecture without positional encoding
to compute embedding of crops from input detection heatmaps
yields worse results. Convolutions are translation invariant and
have difficulty extracting the spatial positions of detection
heatmap maxima. This adversely affects the network’s ability
to predict the next position of each player. Better results
are obtained by using a simple positional encoding with the
CoordConv [27] layer. CoordConv is used as a first network
layer to encode spatial z, y coordinates of each pixel in two
additional channels, making the further processing coordinate-
aware. This improves the ability to localize detection heatmap
maxima and improves the final tracking results. The best
results are achieved by concatenating detection heatmaps from
multiple cameras (transformed to the bird’s-eye view) using
a convolution with 1x1 kernel and processing the resulting
heatmap with a multi-layer perceptron (Mixed1: CNN+MLP).
This gives the highest tracking accuracy (MOTA) and the low-
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Fig. 5. Four synchronized views from the GT2 evaluation sequence. Views from cameras 3 and 4 are horizontally flipped to align with views from the other
side of the pitch. Cameras on the same side (left: 1-3 and right: 2-4) show the same part of the playing field from two sides.

TABLE 11
TRACKER EVALUATION RESULTS. IDSW = NUMBER OF IDENTITY SWITCHES, MT = MOSTLY TRACKED, PT = PARTIALLY TRACKED, ML = MOSTLY
LOST. GRF 1S SYNTHETIC, AND GT2, GT3 ARE REAL-WORLD EVALUATION SETS.

GREF (synthetic) GT2 (real) GT3 (real)
MOTAT IDSW| MT{ PT, ML| | MOTAT IDSW| MT{ PT| ML| | MOTAtT IDSWJ] MT{ PT| ML]
Baseline tracker 0.823 13 20 2 0 0.925 30 25 0 0 0.828 41 24 1 0
Tractor (ours) 0.874 7 20 2 0 0.949 11 25 0 0 0.867 23 24 1 0

Fig. 6. Visualization of tracking results plot onto player detection heatmaps
transferred to a bird’s-eye view. Detection heatmap values from each camera
are color-coded for visualization purposes.

est number of identity switches. Using multi-layer perceptron
without aggregating detection heatmaps from multiple cameras
yields worse results due to higher overfitting.

TABLE III

PERFORMANCE OF THE FULL MODEL COMPARED TO REDUCED VERSIONS.
PERFORMANCE EVALUATED ON THE SYNTHETIC EVALUATION SET. MT =
MOSTLY TRACKED, PT = PARTIALLY TRACKED, ML = MOSTLY LOST,
IDSW = NUMBER OF IDENTITY SWITCHES.

MOTAT IDSW, MTt PT) MLJ

Tractor (full model) 0.874 7 20 2 0

no player trajectory 0.772 13 20 2 0

no message passing 0.776 12 20 2 0
TABLE IV

PERFORMANCE OF DIFFERENT ARCHITECTURES OF THE DETECTION
EMBEDDING SUBNETWORK ON THE SYNTHETIC EVALUATION SET. MT =
MOSTLY TRACKED, PT = PARTIALLY TRACKED, ML = MOSTLY LOST,
IDSW = NUMBER OF IDENTITY SWITCHES.

MOTAT IDSW| MT1 PT| MLJ
MLP 0.796 12 20 2 0
Mixedl (CNN+MLP) 0.874 7 20 2 0
Mixed2 (Sum+MLP) 0.823 11 20 2 0
CoordConv 0.815 13 20 2 0
Conv 0.795 21 20 2 0




V. CONCLUSION

The paper presents an efficient multi-camera tracking
method intended for tracking soccer players in long shot video
recordings from multiple calibrated cameras. The method
achieves better accuracy and a significantly lower number
of identity switches than a baseline approach, based on a
particle filter. Due to a large distance to the camera, visual
cues, such as a jersey number, cannot be used. Our method
exploits other cues, such as a player movement trajectory
and interaction between neighborhood players, to improve the
tracking accuracy. A promising future research direction is
an integration of sparse visual cues, such as a jersey number
which is readable in relatively few frames, into the tracking
pipeline. This would allow further increasing the tracking
accuracy.
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tion of the Project co-funded by polish National Center of
Research and Development, Sciezka dla Mazowsza/2019.

REFERENCES

[1] L. Bornn, D. Cervone, and J. Fernandez, “Soccer analytics: Unravelling
the complexity of “the beautiful game”,” Significance, vol. 15, no. 3,
pp. 26-29, 2018.

[2] H. K. Stensland, V. R. Gaddam, M. Tennge, E. Helgedagsrud, M. Ness,
H. K. Alstad, A. Mortensen, R. Langseth, S. Ljgdal, @. Landsverk
et al., “Bagadus: An integrated real-time system for soccer analytics,”
ACM Transactions on Multimedia Computing, Communications, and
Applications (TOMM), vol. 10, no. 1s, pp. 1-21, 2014.

[3] M. Bredereck, X. Jiang, M. Korner, and J. Denzler, “Data association for
multi-object tracking-by-detection in multi-camera networks,” in 2072
Sixth International Conference on Distributed Smart Cameras (ICDSC).
IEEE, 2012, pp. 1-6.

[4] J. Zhang and H. Xiong, “Online multi-camera tracking-by-detection
approach with particle filter,” in 2015 International Conference on
Computers, Communications, and Systems (ICCCS). 1EEE, 2015, pp.
150-153.

[51 Y. Xu, X. Liu, Y. Liu, and S.-C. Zhu, “Multi-view people tracking

via hierarchical trajectory composition,” in Proceedings of the IEEE

Conference on Computer Vision and Pattern Recognition, 2016, pp.

4256-4265.

L. Wen, Z. Lei, M.-C. Chang, H. Qi, and S. Lyu, “Multi-camera multi-

target tracking with space-time-view hyper-graph,” International Journal

of Computer Vision, vol. 122, no. 2, pp. 313-333, 2017.

[7]1 F. Fleuret, J. Berclaz, R. Lengagne, and P. Fua, “Multicamera people

tracking with a probabilistic occupancy map,” IEEE transactions on

pattern analysis and machine intelligence, vol. 30, no. 2, pp. 267-282,

2007.

R. Zhang, L. Wu, Y. Yang, W. Wu, Y. Chen, and M. Xu, “Multi-camera

multi-player tracking with deep player identification in sports video,”

Pattern Recognition, vol. 102, p. 107260, 2020.

Q. Liang, W. Wu, Y. Yang, R. Zhang, Y. Peng, and M. Xu, “Multi-

player tracking for multi-view sports videos with improved k-shortest

path algorithm,” Applied Sciences, vol. 10, no. 3, p. 864, 2020.

P. Baqué, F. Fleuret, and P. Fua, “Deep occlusion reasoning for multi-

camera multi-target detection,” in Proceedings of the IEEE International

Conference on Computer Vision, 2017, pp. 271-279.

F. A. Gers, N. N. Schraudolph, and J. Schmidhuber, “Learning precise

timing with Istm recurrent networks,” Journal of machine learning

research, vol. 3, no. Aug, pp. 115-143, 2002.

J. Gilmer, S. S. Schoenholz, P. F. Riley, O. Vinyals, and G. E. Dahl,

“Neural message passing for quantum chemistry,” in International

Conference on Machine Learning. PMLR, 2017, pp. 1263-1272.

K. Kurach et al., “Google research football: A novel reinforcement

learning environment,” in Proceedings of the AAAI Conference on

Artificial Intelligence, vol. 34, 2020, pp. 4501-4510.

[6

—

[8

[t}

[9

—

[10]

(11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look
once: Unified, real-time object detection,” in Proceedings of the IEEE
conference on computer vision and pattern recognition, 2016, pp. 779—
788.

A. Milan, S. H. Rezatofighi, A. Dick, I. Reid, and K. Schindler, “Online
multi-target tracking using recurrent neural networks,” in Thirty-First
AAAI Conference on Artificial Intelligence, 2017.

Q. Chu, W. Ouyang, H. Li, X. Wang, B. Liu, and N. Yu, “Online
multi-object tracking using cnn-based single object tracker with spatial-
temporal attention mechanism,” in Proceedings of the IEEE international
conference on computer vision, 2017, pp. 4836-4845.

L. Zhang, Y. Li, and R. Nevatia, “Global data association for multi-object
tracking using network flows,” in 2008 IEEE Conference on Computer
Vision and Pattern Recognition. 1EEE, 2008, pp. 1-8.

H. B. Shitrit, J. Berclaz, F. Fleuret, and P. Fua, “Multi-commodity
network flow for tracking multiple people,” IEEE transactions on pattern
analysis and machine intelligence, vol. 36, no. 8, pp. 1614-1627, 2013.
E. Ristani and C. Tomasi, “Features for multi-target multi-camera
tracking and re-identification,” in Proceedings of the IEEE conference
on computer vision and pattern recognition, 2018, pp. 6036—-6046.

J. Kang, I. Cohen, G. Medioni et al., “Tracking people in crowded scenes
across multiple cameras,” in Asian conference on computer vision, vol. 7.
Citeseer, 2004, p. 15.

Y. He, X. Wei, X. Hong, W. Shi, and Y. Gong, “Multi-target multi-
camera tracking by tracklet-to-target assignment,” [EEE Transactions
on Image Processing, vol. 29, pp. 5191-5205, 2020.

J. P. Lima, R. Roberto, L. Figueiredo, F. Simoes, and V. Teichrieb,
“Generalizable multi-camera 3d pedestrian detection,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2021, pp. 1232-1240.

J. Komorowski, G. Kurzejamski, and G. Sarwas, “FootAndBall: Inte-
grated player and ball detector,” in Proceedings of the 15th International
Joint Conference on Computer Vision, Imaging and Computer Graphics
Theory and Applications, INSTICC. SciTePress, 2020, pp. 47-56.

P. Dendorfer, H. Rezatofighi, A. Milan, J. Shi, D. Cremers, 1. Reid,
S. Roth, K. Schindler, and L. Leal-Taixe, “Cvpr19 tracking and detection
challenge: How crowded can it get?” arXiv preprint arXiv:1906.04567,
2019.

J. Munkres, “Algorithms for the assignment and transportation prob-
lems,” Journal of the society for industrial and applied mathematics,
vol. 5, no. 1, pp. 32-38, 1957.

R. Jinan and T. Raveendran, “Particle filters for multiple target tracking,”
Procedia Technology, vol. 24, pp. 980-987, 2016.

R. Liu, J. Lehman, P. Molino, F. P. Such, E. Frank, A. Sergeev, and
J. Yosinski, “An intriguing failing of convolutional neural networks
and the coordconv solution,” in Proceedings of the 32nd International
Conference on Neural Information Processing Systems, 2018, pp. 9628—
9639.



	I Introduction
	II Related work
	III Multi-camera soccer players tracker
	III-A Tracking network architecture
	III-B Network training
	III-C Track initialization and terminal

	IV Experimental results
	IV-A Datasets and evaluation methodology
	IV-B Results and discussion

	V Conclusion
	References

