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Abstract

The importance of computer applications and telecommunication services relying on effi-
cient multi-destination communication is growing rapidly. It is now likely that a significant
portion of the overall traffic in future communication environments will be of the multi-
destination type. At the same time, lightwave technology is emerging as a promising candi-
date for implementing the next generation of multiuser high-speed networks. In this paper
we address the open issue of providing efficient mechanisms for multi-destination commu-
nication over one class of lightwave WDM architectures, namely, single-hop networks. We
suggest, analyze, and optimize several alternative approaches for broadcast/multicast. One
of our major contributions is the development of a suite of adaptive multicast protocols
which have superior performance, are very simple to implement, and are insensitive to
propagation delays.
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1 Introduction

The advent of computer applications and telecommunication services requiring multi-destination com-
munication is changing the nature of data traffic carried by the communication networks considerably.
It is now likely that a significant portion of the overall traffic in future communication environments
will be of the multi-destination type. This reflects the growing importance of applications such as
distributed data processing [1], broadcast information systems [2], and teleconferencing, among others,
which represent the driving forces behind the development of high-speed networks. It is, therefore,
important that next-generation networks employ efficient broadcast/multicast mechanisms [3].

Lightwave technology has emerged as a promising candidate for implementing this next generation of
multiuser high-speed communication networks. A wide variety of novel design approaches and network
architectures has been proposed in the literature to exploit the unique properties of the optical fiber,
and especially its enormous information-carrying capacity [4, 5]. Wave Division Multiplexing (WDM)
networks employ multiple, concurrent transmission channels and may deliver an aggregate throughput
that can grow with the number of wavelengths deployed, and can be in the order of Terabits per
second [6]. Our concern in this paper is with one class of the proposed architectures, namely, single-
hop networks.

Single-hop networks [7, 8, 9, 10, 11, 12, 13] are all-optical in nature, i.e., a packet is sent from the
source to the destination in one hop, without passing through intermediate stations. For a successful
packet transmission, one of the transmitters of the source and one of the receivers of the destination
must operate on the same wavelength. Since the number of transceivers per station is usually much
smaller than the number of stations or wavelengths in the network, single-hop networks employ tunable
transmitters and/or receivers to provide full connectivity among the stations. Because of the need
to dynamically tune the transceivers, some form of coordination among the stations of a single-hop
network is required. We focus on a wavelength-time assignment of the optical bandwidth, whereby
time is slotted and each station may transmit only in slots specified by a predetermined schedule. This
is an extension of TDMA over a multichannel environment.

For single-destination traffic, we have defined all possible types of schedules, and we have devel-
oped a general framework for analyzing and optimizing their throughput for any number of available
wavelengths, any transceiver tunability characteristics, and non-uniform traffic [13]. The issue of multi-
destination traffic has not, however, been adequately addressed in this environment. One important
reason may have been the lack of understanding of complicating issues such as the variety of transceiver
tunability characteristics and the domination of propagation delays. In this paper we attempt to fill
this gap by suggesting, analyzing, and optimizing several alternative approaches to performing efficient
broadcast/multicast over single-hop lightwave networks.

The rest of the paper is organized as follows. Section 2 describes the network model, and Section
3 presents schedules optimal for multi-destination traffic only. In Sections 4 and 5 we address the
problem of obtaining schedules suitable for mixed (single- and multi-destination) traffic. In Section 6
we develop three adaptive multicast protocols, and present some numerical results in Section 7. Section
8 concludes the paper and points to future research directions.

2 System Model

We consider a network of N stations interconnected through a passive, broadcast optical medium that
can support C' wavelengths, A1, As,..., A¢. In general, C < N. Each station is equipped with one
receiver and one transmitter. The properties of the network depend on whether the transmitters only,
or the receivers only are tunable. Following the terminology in [4] we refer to the resulting types of
systems as TT-FR and FT-TR, respectively . If the receivers (transmitters) are fixed, wavelength
A7) € {A1,...,Ac} is assigned to the receiver (transmitter) of station ¢. The tunable transmitters

1A network in which both transmitters and receivers are tunable (I'T-TR) can be operated so that either the trans-
mitters or the receivers are always tuned to a fixed wavelength. Therefore, all results obtained for either TT-FR or

FT-TR are applicable to TT-TR systems as well.



(receivers), on the other hand, consist of lasers (optical filters) tunable over a range of wavelengths
which includes all A,,c=1,...,C.

We distinguish between single- and multi-destination packets; the latter need to be delivered to a
number of stations, members of a multicast group which can be different for different packets. The
multicast group of a packet originating at station ¢ can be any subset of {1,..., N}—{i} with cardinality
greater than one 2. In the following, the term “broadcast traffic” will refer to the situation where the
multicast group of all multi-destination packets of station i,i = 1..., N, is equal to {1,..., N} — {i};
we will use the term “multicast traffic” otherwise.

The network operates in a slotted mode, with a slot time equal to the packet transmission time
plus the tuning time. All stations are synchronized to the slot boundaries [14]. We define o; and p;
as the probability that a new single-destination and multi-destination packet, respectively, arrives at
station ¢ during a slot time. p;; is the probability that an arriving single-destination packet is destined
to station j, and Ej pi; = 1 2. Each station has N buffers, one for storing packets destined to each of
the N — 1 possible destinations, and one for storing multi-destination packets. Each buffer can hold
one packet; packets arriving to a full buffer are lost. This is an extension of our model in [13], which
in turn is an extension of the single-channel model in [15].

We assume single hop communication. Coordination between the transmitting and receiving sta-
tions is achieved by using a predefined, wavelength-time oriented schedule that works as follows. Time
slots are grouped in frames of M slots. Within a frame, a;; slots are assigned for packet transmissions
between the source-destination pair (é,7). A schedule indicates, for all ¢ and j, which slots during a

frame can be used for transmissions from ¢ to j; it can be described by variables 65;),15 =1,...,. M,
called permissions, and defined as

s _ 1, if station ¢ has permission to transmit to station j in slot ¢ (1)
oo 0, otherwise

Obviously, a;; = Ei‘il 65;). To ensure fairness, all the schedules we consider have the property that if
the traffic originating at ¢ and terminating at j is nonzero then at least one slot per frame is assigned
for transmissions from ¢ to j. Formally,

Vi,j oipij >0V p; >0 = a;; >1 (Fairness Condition) (2)

Whenever C < N, in a TT-FR (FT-TR) system a number of receivers (transmitters) have to be
assigned the same wavelength, and share a single channel A;;e =1,...,C. We let R, and X, subsets
of {1,..., N}, denote the set of receivers and transmitters, respectively, sharing channel A,

R. = {j|AG) =X} Ve, and X, = {i|A{)=A} Ve (3)

2.1 Transmission Modes

The permissions, 62(;»), given to the various source-destination pairs together with the transceiver tun-
ability characteristics specify whether collisions, destination conflicts, or both are possible under a
certain schedule. A collision occurs when two or more transmitters access the same channel during a
slot. On the other hand, networks with tunable receivers may experience destination conflicts if mul-
tiple stations are permitted to transmit to the same destination on different channels within a given
slot.

In [13] several transmission modes were introduced based on the transmissions allowed within a
slot. Since only single-destination traffic was considered there, the following property is common to all
these transmission modes regardless of the permissions given in a slot: in the absence of collisions and
destination conflicts a packet transmitted by 7 to j in a slot, £, such that 62(;) =1, is received only by j.
These transmission modes can be used for transmitting multi-destination packets; however, the packet

2Multicasts to groups of size 1 are treated as single-destination packets. Therefore, we assume that the number of
recipients of a multi-destination packet is always > 2.
3Thus, oipiy is the probability that a packet for j arrives at ¢ within a slot.



has to be transmitted by its source multiple times, until it is successfully received by all destinations
in its multicast group. We refer to this as a multi-packet multicast (or broadcast); when only the
transmitters are tunable (TT-FR networks) this is the only way to transmit multi-destination packets.
On the other hand, whenever the receivers are tunable (FT-TR networks), a single transmission by a
source may, if the permissions are appropriately set, reach multiple destinations simultaneously. This
is not possible when only transmitters are tunable, and is referred to as a single-packet multicast. In
this case, the packet is carrying a multicast address as its destination address. The multicast address
is different than any of the addresses of individual stations and identifies the packet’s multicast group.
We assume that all stations, upon receiving the packet must at least be able to determine whether
they are part of the multicast group or not; in the latter case, they discard the packet.

The following are the transmission modes we will consider in this paper, defined with respect to a
slot ¢ .
One-to-One mode. The one-to-one mode is such that in slot ¢ (a) exactly C' permissions are given to
different source-destination pairs, one per channel, (b) no transmitter is given more than one permis-
sion, (¢) no two stations may transmit a packet to the same destination, and (d) no two transmitters

. . . . 1
given permission to transmit may access the same channel. In terms of 6§j),

N N N N N ()
Ezég) _c Eéz(]t') <1vi Z‘Sg’) <1V { D iex, Eﬁl 62({) = 1,FT-TR network (@)
o ] > jer. 2oiz1 6ij) = 1, TT-FR network

i=1j=1
Broadcast mode. (Only for FT-TR networks.) One station, 7, the owner of slot ¢, is given permission

to transmit to all stations (which have to tune their receivers to A(%), the transmit wavelength of ¢, in
that slot). No other station has permission to transmit in slot ¢:

O 1, k=1
Vi 6kj - {0’ ki (5)
Multicast mode. (Only for FT-TR networks.) One station, ¢, the owner of slot ¢, may transmit
to a multicast group g. Other stations may transmit to destinations not in the multicast group, in
one-to-one mode, and in channels other than A(7):

t 1, jeg . DR 0, JEY
5y = { 0 jag 0 TkED 8 = { see (4) with C=C—1, j¢g (6)

The one-to-one mode is applicable to both TT-FR and FT-TR networks. The broadcast and
multicast modes are defined in order to exploit the inherent broadcast capability of FT-TR systems
and are not meaningful for TT-FR networks. The multicast mode is the most general mode; it
reduces to the broadcast and one-to-one modes when the size of the multicast group is N — 1 and
1, respectively. A schedule will be called one-to-one, broadcast, or multicast if it consists entirely of
one-to-one, broadcast, or multicast slots, respectively.

Figure 1 demonstrates the different transmission modes defined in this section for a FT-TR network
with N = 4 stations and C' = 2 wavelengths. Channel A; is shared by the fixed transmitters of
stations 1 and 3 (X; = {1,3}), while channel A, is shared by the transmitters of stations 2 and
4 (X3 = {2,4}). The general one-to-one schedule in Figure 1(a) is such that exactly one of the
transmitters in X;,7 = 1,2, has permission to transmit in any given slot, and each station may receive
from at most one source in a slot. The cyclic one-to-one schedule of Figure 1(b) is similar, except
that each station may transmit to each possible destination exactly once per frame (whereas in Figure
1(a) stations 1 and 2 may transmit to 2 and 1, respectively, twice within a frame). The schedule in
Figure 1(c) has broadcast slots, whereby a single transmission by the owner of a broadcast slot reaches
all other stations. Figure 1(d) shows a cyclic broadcast schedule where each station is the owner of
exactly one broadcast slot per frame. The multicast schedule of Figure 1(e) is such that in each slot

1Of the transmission modes introduced in [13] only the one-to-one mode will be considered here, mainly because
it involves no packet loss due to collisions or destination conflicts. However, all our results can be easily generalized
to include other modes. This may be desirable under certain single-destination traffic parameters for which other
transmission modes have been shown to have better performance [13].



Frame Frame
(12) | GD| 13)] G| 1.D] BH|A4) (12) | 13[4 [GD) | G| G A |
A,
@23)]@2) | @4)| @D] @h|Ed) @D QD] Q24 | 23)[@3) | 4Dh|@)
(a) General one-to-one schedule (b) Cyclic one-to-one schedule
(1.4) G4y (14 (34 (1.4) (3.4)
(1.3) (32 (13) (3.2) (1.3) (3.2) 2
2] [GD]ay| | [GD a2l |6 1
24 43) 24 2.3) 4.3)
@2.3) @2 23 2.4 42
len] | |a@bleb L@ Jan] o
(c) General broadcast schedule (d) Cyclic broadcast schedule
(13) (32 (1.4) (32) N
(12) |G4) | 14]G4) | 1D)] | 3D 1
24
23) 42 @2.3)
@D | en] en| @n| @] en|“d A

(e) Multicast schedule

(i,j) denotes that i has permission to transmit to j in this slot

Figure 1: (a)-(b) One-to-one, (c)-(d) Broadcast, and (e) Multicast transmission modes for a FT-TR
network with V =4 stations and C' = 2 wavelengths, X; = {1,3}, X» = {2,4}

one station (the owner) gets to transmit to a multicast group, while one of the transmitters not sharing
the same wavelength with the owner may transmit to a station not in the multicast group.

2.2 Throughput Performance

We will be concerned with evaluating the performance of the various schedules in terms of throughput.
This is defined as the expected number of successful packet receptions per slot. For one-to-one schedules,
the number of packets transmitted is equal to the number of packets received. On the other hand, the
number of packets received after a successful transmission by the owner of a multicast or broadcast
slot will be equal to the size of the multicast group of the packet transmitted in that slot or N — 1,
respectively. Note that, the maximum number of packets that can be transmitted (and received)
in one-to-one slots is C', equal to the number of available channels, while as many as N — 1 packet
receptions are possible in a broadcast or multicast slot. As will be seen later, schedules with broadcast
slots tend to perform better than one-to-one schedules, especially when C' < N.



3 Optimal Transmission Schedules for Multi-Destination Traf-
fic Only®

Assuming that the traffic offered to the network is of the multi-destination type only (¢; = 0V %), and
is described by p;, the probability that a multi-destination packet arrives at station ¢ in a slot, two
types of schedules that can be used are one-to-one (for TT-FR networks) and broadcast schedules (for
FT-TR networks). In the following two subsections we address the problem of obtaining optimal one-
to-one and broadcast schedules for multi-destination traffic only; we defer the discussion on multicast
schedules for a later section.

3.1 Optimal Broadcast Schedules

Let b; be the number of broadcast slots within a frame (of length M) of which 7 is the owner (i.e.,
the only station which can use these slots to transmit). Let dz(.fcb), k =1,...,b;, denote the distance,
in slots, between the beginning of the (k — 1)-th such slot (or the b;-th slot of the previous frame, if
k = 1) and the beginning of the k-th slot. i will have a multi-destination packet to transmit in the
k-th slot, k = 1,...,b;, in a frame, if at least one packet arrived in the dl(»fcb) slots. The average number
of multi-destination packets transmitied by ¢ per slot is given by

—_ .dzb
T = g7 21 (=p)® (7)

A transmission of a multi-destination packet results in a number of packet receptions equal to the size
of the multicast group; in terms of throughput, then, only the size of a group is important. Let 7
be the average size of a multicast group. For broadcast traffic only, 5 = N — 1, while if all multicast
groups of sizes 2,...,m,m < N — 1, are equally probable, 7 = (m + 2)/2. The network throughput is

N
T o= Y 7T (8)
i=1

Recall that only one station is allowed to transmit in a slot of a broadcast schedule. Given p;,7 =
1,..., N, the problem of obtaining an optimal broadcast schedule is then equivalent to the single-
channel problem in [15]. There, it was shown that the percentage of time, z;, that station 7 should be
given permission to transmit is:

I In(1 — p;) 9
Z Yl In(1 = pj) )

z; is independent of the frame length M. Given M, a Fibonacci number greater than or equal to NV
[15], we assign b; broadcast slots to station ¢ such that

N
|Ma;| <b; < [Maz;] Vi and Y b = M (10)
i=1

We then use the golden-ratio policy, also developed in [15], to place the b; slots, i = 1,..., N, within
the frame. As an example, for a network with N =4, C = 2, and p; = py = p3 = 0.19,p4 = 0.1, we
get 1 = x2 = 23 = 2/7,24 = 1/7, and the optimal schedule is as in Figure 1(c). If p; = p V i, the
optimal broadcast schedule is a cyclic one, as in Figure 1(d).

5 Analysis and optimization of schedules for single-destination traffic only (p; = 0 V i) is presented in [13].



3.2 Optimal One-to-One Schedules

Consider a multi-destination packet arriving at station ¢ and finding the multi-destination packet buffer
empty (and, thus, it is accepted). Let ¢ be the multicast group to which the packet is addressed; g is
a subset of {1,..., N} — {i} with | g [> 2. The packet is said to be eligible for transmission in a slot,

t, in which ¢ may transmit to j (i.e., 62(;) =1),if j € g and the packet has not yet been transmitted to
j. The packet is new if it has not yet been transmitted to any destination in g, otherwise it is old.

The time between the arrival of a new multi-destination packet and the time it is transmitted to
all the stations in its multicast group, g, is called the multicast cycle (or broadcast cycle in the special
case of | g |= N — 1). In general, the length of the multicast cycle experienced by a packet depends on
(a) the particular stations in its multicast group, (b) the one-to-one schedule under consideration, and
the permissions given to different source-destination pairs, and (c¢) the slot within a frame in which
the packet arrives (which determines in what order the different permissions will be encountered).
The packet remains in the buffer for the duration of its multicast cycle; it is removed as soon as it is
transmitted to all its destinations. Since multi-destination packets arriving while a packet is occupying
the buffer are lost the throughput of multi-destination traffic is in inverse proportion relation with the
average multicast cycle length.

The problem of determining one-to-one schedules optimal for multi-destination traffic only can be
reduced to the problem of obtaining optimal broadcast schedules discussed in the previous subsection,
provided that all stations are equally probable to belong to a multicast group. Under this assumption,
a broadcast slot with ¢ as its owner can be thought of as being “equivalent” to N — 1 one-to-one slots,
t1,...,tnN—1, such that V j # ¢ 3k : 62(;") = 1. This is because i needs exactly N — 1 such slots to
broadcast a packet in a one-to-one schedule ®. Unlike broadcast schedules, however, we must also take
into account the fact that up to C broadcasts may proceed concurrently, one on each different channel.

Without loss of generality, consider a FT-TR network. Since C' < N, a channel A;;e =1,...,C,
may be shared by a set of transmitters, X.. In general, stations should share channels so that some
load balancing be achieved, and, unless p; = p V 7, each channel may be shared by a different number of
transmitters. Given p;, the techniques developed in [13] can help us determine how transmitters should
share the available channels, i.e., how X, should be constructed. Given X., we may then solve the
single-channel problem [15] for each channel A., e =1... C, to obtain z; (note the difference between

(9) and (11)):

: In(1 — pi)
Vie X,z = ,e=1,...,C (11)
2jex, In(1—pj)
Once z; have been found and given M, we can obtain the number of “equivalent” broadcast slots from
VieX,: |Maz;] <b;<[Me] Vi and D b = M (12)
1€EX,

We can then construct an optimal one-to-one schedule of frame length M (N — 1) by replacing each of
1’s b; “equivalent” broadcast slots with N — 1 one-to-one broadcast slots as above. In the special case
C' = N each station would be assigned a unique transmit wavelength, z; = 1V ¢ from (11), and the
optimal one-to-one schedule is a cyclic one with a frame length of N — 1. Also, whenever p; = p V 1,
but C' < N, the optimal schedule is a cyclic one as in Figure 1(b).

4 Transmission Schedules for Mixed Traffic

Schedules optimized for one class of traffic only will obviously have the best performance as long as only
this class of traffic is offered to the network. A realistic network, however, will have to accommodate a
mix of both single-destination and multi-destination traffic. We now describe two types of schedules,

6This “equivalency” holds even under the more general assumption of multicast (not broadcast) traffic, and is the
analog of assigning broadcast slots regardless of the average multicast group size (see the previous subsection).



namely, one-to-one schedules and schedules with both one-to-one and broadcast slots, and explain how
they can be used to transmit both single-destination and multi-destination packets.

4.1 Schedules with One-to-One and Broadcast Slots

Schedules with one-to-one and broadcast slots are useful only for networks with tunable receivers (FT-
TR); they can be obtained by merging one-to-one and broadcast schedules similar to those in Figures
1(a)-(d) (more on schedule merging later). One-to-one slots are used exclusively for single-destination
packets, while broadcast slots are used solely for broadcasting multi-destination packets to the network.
A multi-destination packet is transmitted by the source only once, and is delivered to all stations in
its multicast group within a time period equal to the maximum one-way propagation delay.

For a given schedule, the throughput of single-destination traffic is independent of the amount of
multi-destination traffic, and vice versa. Let M denote the number of slots per frame, including one-
to-one and broadcast slots. Let a;; be the number of one-to-one slots within a frame in which ¢ may

transmit to j, and define dl(-;»c) in a way similar to dz(.kb) (Section 3.1). Using the same reasoning as that
used in the derivation of (7) the throughput of traffic originating at ¢ and destined to j is

aij

1 (k)
Tij = Yo 1—(l=oipy)™ (13)
k=1

AM

If 77 is the average size of a multicast group, the aggregate network throughput can be computed

by (13), (7), and

N N N
T‘total — Tmulti + Tsingle = Zﬁ T‘i,b + ZZE] (14)
i=1

i=1j=1

4.2 Schedules with Only One-to-One Slots

When one-to-one schedules are used to carry mixed traffic (as would be needed in a TT-FR system)
both single- and multi-destination packets are transmitted over the same slots. Let ¢ be a slot such
that 65;) = 1. Whenever both an eligible multi-destination packet (i.e., a packet with j in its multicast
group, but not yet transmitted to j) and a single-destination packet for j are in the buffers of ¢ at the
beginning of slot ¢t we say that a transmission contention arises. The rules to resolve the contention,
and thus decide which packet will be transmitted, constitute a contention-resolution policy. The
contention-resolution policy used directly affects the throughput of both classes of traffic.

In this paper we will consider and compare the performance of the following three transmission
policies, listed in decreasing order of expected multicast cycle length experienced by multi-destination
packets 7.

Policy 1. In case of contention, either the multi-destination or the single-destination packet is trans-
mitted with probability 1/2.

Policy 2. If the multi-destination packet involved in the contention is new, either that or the single-
destination packet is transmitted with probability 1/2. Old multi-destination packets, however, have
priority over single-destination packets whenever contention arises.

Policy 3. Multi-destination packets always have priority in case of contention.

Let t be the slot in which an arriving multi-destination packet is accepted in the buffer, and ¢ be
the slot in which it is first transmitted. For Policy 3, ¢’ is the first slot after ¢ in which the source has
permission to transmit. Under Policies 2 and 3, the packet will be transmitted to all subsequent slots
in which it becomes eligible for transmission, regardless of contention with single-destination packets.
Because of the Fairness Condition (2), the packet is guaranteed to be transmitted to all stations in the
multicast group within M slots, M the frame length, from the beginning of #'. It will be received by

7 A policy is needed only in the case of contention between a single-destination and an eligible multi-destination packet.
If only one packet is in the buffer at the beginning of a slot, it is transmitted regardless of its type.
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Figure 2: Schedule merging

all stations within a time period of length equal to M slots plus the maximum one-way propagation
delay. This ensures the timely delivery of the packet to all of its destinations. No such guarantee is
possible under Policy 1 8.

The throughput of one-to-one schedules under different policies was evaluated using simulation.

5 Schedule Optimization for Mixed Traffic

The problem of obtaining schedules that optimize the throughput of mixed traffic can be stated con-
cisely as

Given traffic parameters p;, 05, and p;;, 1,5 = 1,..., N, the number of available wavelengths,
C, and the tunability characteristics of the network (TT-FR or FT-TR), find the optimum
schedule.

As a first step, one has to determine the type of schedule and, if applicable, the type of contention-
resolution policy to use. From previous experience [13] we expect this to be a very hard allocation
problem. In this section we develop an optimization heuristic to construct schedules that not only
perform very well, but also guarantee a (user-specified) level of throughput for each class of traffic.

The heuristic is based on the concept of schedule merging. Let Sy and S; be two schedules of frame
lengths M; and Ms, respectively. Without loss of generality, assume that My > Ms and M; = mMs.
If m is an integer, merging of S; and Sy is performed by inserting one slot of So after every m slots
of Si, resulting in a new schedule S, of frame length M = M; 4+ M». Schedule merging can be
easily generalized to situations where M; is not an integer multiple of M5, and can be performed in
time O(M; 4+ M3). In Figure 2 we show the result of merging the one-to-one schedule of Figure 1(a)
(M; =T7), with the cyclic broadcast schedule of Figure 1(d) (My = 4).

Our approach to constructing optimized one-to-one schedules is based on the following observations.
Consider a one-to-one schedule, S, optimized for single-destination traffic only, under which multi-
destination packets experience long multicast cycle lengths. One way to reduce the multicast cycle is
to merge S with a one-to-one schedule, S’, optimized for multi-destination traffic, effectively providing
more slots in which multi-destination packets may be transmitted. If the amount of multi-destination
traffic is high, it might be beneficial to merge S with I,1 > 1, frames of S’ instead of just one, reducing
the average multicast cycle length even further. As [ increases, the merged schedule will tend to favor
multi-destination packets (note that as | — oo, the resulting schedule will be indistinguishable from an

8In an actual implementation, and in order to prevent starvation, the number of times a packet of any type is excluded
by either Policy 1 or Policy 2 may be bounded, after which it will be transmitted with probability 1.



S’ schedule, in which case the throughput of single-destination traffic may suffer). Therefore, we must
choose an [ such that the total throughput, T}ss41, is high and the throughput of single-destination
traffic, Tsingie is at least o percent of Tj,q1. o is specified by the designer, and reflects the relative
importance of the two classes of traffic.

We now propose the following Schedule-Merging Heuristic (SMH).
Schedule-Merging Heuristic (SMH) (For constructing One-to-One schedules)

1. Given single-destination traffic parameters o; and p;;, and the number of available wavelengths,
C', obtain an optimized one-to-one schedule, Sy, as described in [13]. Let M be the number of
slots per frame of Sy. Evaluate its throughput, T3ot4:1(So), under mixed traffic.

2. Given p; and C obtain a one-to-one schedule, Sjj, optimized for multi-destination traffic only (as
in Section 3.2). Let M’ be the number of slots of this schedule. Set I — 1.

3. Produce a new schedule, S;, of M + (M’ slots per frame by merging the M slots of Sy with [
frames of Sj.

4. If Ti01a1(S1) > Trotat(Si—1) and Tiingie(S1) > oTio1a1(Si) set | «— [+ 1 and repeat from Step 3.
Otherwise, stop; the best schedule to use is S;_;.

In order to construct schedules with one-to-one and broadcast slots (FT-TR networks only), we
may use a similar procedure, i.e., merge a one-to-one schedule optimized for single-destination traffic
with [, > 1, frames of a broadcast schedule optimal for multi-destination traffic. As all p; — 1,
letting { — oo guarantees the highest overall throughput. Again, therefore, we need to select [ so as to
guarantee a minimum level of performance for single-destination traffic. To this end, we can use SMH
modified so that in Step 2 instead of a one-to-one we obtain an optimal broadcast schedule (Section
3.1). Since we must also guarantee that the final schedule will have broadcast slots, the stoppping rule
must also be changed to:

4. If 1 =1 or Tio1ai(S1) > Trotar(Si—1) and Teing1e(St) > Tiora1(Si) set { — [+ 1 and repeat from
Step 3. Otherwise, stop; the best schedule to use is S;_1.

6 Adaptive Multicast Protocols for FT-TR Networks

Allocating broadcast slots for the exclusive transmission of multi-destination packets may be wasteful
in terms of throughput, especially when the average size of a multicast group is small compared to the
number of stations in the network (a situation that often arises in distributed systems). As an example,
consider a network with N = 100, C' = 50, and a packet transmission in a broadcast slot. By definition,
no other transmissions can take place in that slot. This is fine, provided that the packet’s multicast
group includes all 99 possible destinations. But assume that the multicast group consists of only, say, 5
stations. As a result of using broadcast slots, 49 channels are forced to being idle although other packet
transmissions can take place in the same slot without interfering with the multi-destination packet’s
transmission. Using multicast slots instead might improve the situation, as in these slots transmission
of single-destination packets to stations not in the multicast group are permitted. Since the multicast
groups are usually not known in advance, one solution would be to allocate at least one slot per frame
for transmissions to each possible multicast group. The number of these groups, however, explodes
with the size of the network, making this approach impractical even for networks of moderate size.

We now present a suite of adaptive multicast protocols for FT-TR networks which assume that each
station, 7, is the owner of b; multicast slots per frame. The protocols are adaptive in the sense that the
transmissions allowed in these slots are not specified in advance; instead, they are dynamically updated
to reflect current traffic loads. A station, ¢, may transmit to any multicast group in its multicast slots
t1,...,tp,. However, as the multicast group changes, the permissions in each of the multicast slots (see
(6)) also change so that the overall throughput is maximized.
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6.1 The Basic Idea

The operation of the protocols is based on the assumption that a source, i, will typically transmit L
consecutive packets, L > 1, to the same multicast group, g. This is true, for example, in the case of
bulk arrivals, i.e., when a long message has to be fragmented in a number of fixed-size packets. L need
not be constant; we assume that L is equally likely to be any integer in the range Ly < L < Lypgs-
Lmin and Ly,q,; may correspond to the minimum and maximum message size, respectively. We will
now describe the basic idea behind the operation of the protocols by considering the transmissions in
1’s multicast slots; similar observations can be made for other stations’ multicast slots.

In the first multicast slot with ¢ as its owner all stations tune their receivers to A(%), the transmit
wavelength of i. Let g be the multicast group to which the packet transmitted by 7 in that slot is
addressed, and let L be the total number of packets ¢ will transmit to the same group; ¢ = ¢ if no
packet is transmitted by i in that slot. Suppose that | g |[< N — 1, and consider a station j # i. If
J € g then j will continue listening to A(Z) in subsequent multicast slots of i. However, if j & ¢, j is
free to tune its receiver to the transmit wavelength of another station, &k, in subsequent multicast slots
of 1. If k has a single-destination packet for j, and provided that A(k) # A(7), it can transmit it in 4’s
multicast slots, thus increasing channel utilization.

After 7 transmits all L packets to the same multicast group ¢, it will not be able to transmit to a
group ¢’ # g, unless all stations not in g are somehow notified. We therefore require that all stations
tune their receivers to A(7) in specified multicast slots of i, called synchronization slots (as explained,
the first multicast slot is a synchronization slot). The F' multicast slots of i between synchronization
slots are called free as receivers not in g are free to tune to any wavelength other than A(d). F is a
network-wide constant and thus, all stations can synchronize by tuning to A(¢) in synchronization slots.

Note that 2 may start transmitting packets to a new multicast group only in a synchronization slot.
If F is large, ¢ will, on the average, have to wait for a considerable number of slots to start transmitting
to a new group. On the other hand, if F' is very small relative to L there will be unnecessarily many
synchronization slots in which no transmissions by stations other than i are allowed. F' will, in general,
be a function of L (i.e., Lmin, Lmaz), as well as of the propagation delay (more on this later), and
must be carefully selected in order to maximize the overall throughput.

We have not yet discussed how a receiver j € g selects a transmitter k£ # ¢ to tune to in ¢’s free
multicast slots. There are two issues that need to be considered. First, A(k) must be different than
A(%) to prevent packet loss due to collisions in free multicast slots. Second, k& must also be informed of
j’s decision. Real-time negotiation between j and other stations to determine k is impractical because
of the propagation delays involved.

To solve the first problem we start with a one-to-one schedule, S, of frame length M, and let a;

be the number of slots per frame in which ¢ may transmit under S, a; = Zi‘il Ej»\;l 65;). We then
specify b;,b; < a;, of these slots as multicast slots with 7 as their owner. Let ¢ be one of these b; slots
and consider a station j # ¢ which, according to the one-to-one schedule S, has to tune its receiver
to station k in slot ¢. If ¢ is a synchronization slot, or if ¢ is a free slot but j € g, 7 will ignore the
permissions specified by S and, in slot ¢, it will tune to A(%) instead. However, if ¢ is a free multicast
slot and j ¢ g, j will tune to A(k) as S specifies. Note that, since S is a one-to-one schedule and both

i and k are given permission to transmit in the same slot ¢, we have A(7) # A(k).

6.2 Determining Group Membership

Since all stations execute the same protocol, the problem of informing £ about j’s decision is now
partially solved: k knows that j will tune to A(k) in slot ¢ if (a) ¢ is a free slot, and (b) j & ¢g. Deciding
about (a) is done by k as part of the protocol for tuning its own receiver. Thus the problem reduces to
how k& may determine whether j is in the multicast group g or not. We now describe three protocols
which differ in their assumptions about k’s knowledge regarding membership in the multicast groups
of packets originating at station i # k.
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Global-knowledge Multicast Protocol (GMP). k maintains tables to map a multicast address
in a packet originating at ¢ into the stations-members of the multicast group. By listening to a
synchronization slot of ¢ it can tell whether j is in the multicast group or not. Since k& must have
similar tables for all 7, this protocol may be very expensive in terms of memory requirements, as well
as in terms of the communication cost for building and maintaining the tables.

Control-packet Multicast Protocol (CMP). k has no knowledge about the members of multicast
groups of packets originating at i °. However, before transmitting a packet to a new multicast group,
g, © will first transmit, in a synchronization slot, a control packet informing other stations about
the members of g. Following the control packet transmission, ¢ will transmit the L packets to g as
discussed above. k uses the control packet to associate g with the group members. This protocol incurs
the overhead of one extra packet, but this is not expected to be a problem, especially if L, > 1.
In addition, this protocol does not require building and maintaining potentially large global tables at
each station.

Probabilistic Multicast Protocol (PMP). k has no way to find out whether j belongs to g or not.
It will transmit a packet to j in a free multicast slot of ¢, if it has one, with probability q. No overhead
in terms of memory or control packets is incurred, but the selection of an appropriate value for ¢ is
crucial in order to minimize packet loss due to destination conflicts (if j € g, j will tune to A(¢) in free
multicast slots of ¢ and k’s transmissions in these slots will be wasted). In general, ¢ should represent
the probability that j will not belong to g. If 77 is the average number of stations in a multicast group,

we set ¢ = 1 — 5.

6.3 Effect of Propagation Delay

Under either GMP or CMP a transmitter & # ¢ must receive the packet transmitted by 7 in a syn-
chronization slot before it can determine whether the stations to which it is scheduled to transmit in
the next free multicast slots of ¢ belong to ¢ or not. Figure 3 illustrates how propagation delay may
become a problem. In this Figure we show a synchronization slot of ¢ followed by F' free slots and an
synchronization slot; the horizontal axis represents time increasing from left to right. The transmitters
of both ¢ and k are synchronized at the beginning of each slot [14]. But a packet transmitted by i will
not be heard by the receiver of k until 7;; slots later, where 7;; is the propagation delay from ¢ to k
in slots. In the scenario of Figure 3, by the time k receives the packet transmitted by ¢ in the first
synchronization slot, free slot ¢; has already passed by its transmitter. Since at the beginning of ¢1, k
does not know whether j € ¢ it may not transmit a packet to it.

As a result of the propagation delays some of the free multicast slots may not be used for single-
destination transmissions; the longer the propagation delays the less free slots that may be utilized.
In the extreme case when all F' free slots are within a propagation delay, neither GMP nor CMP will
be able to capitalize on the availability of free slots to improve the throughput. Thus, F' is indeed a
function of the propagation delay as mentioned earlier. Observe, though, that the propagation delay
will have a negative effect only if it increases beyond the number of slots between consecutive multicast
slots with the same owner. Going back to Figure 3, if 7;, in slots, is less than the distance between
the first synchronization slot and ¢;, k& will be able to transmit in ¢;, as well as in all other free slots
(if j € g). Otherwise, k will still be able to use slots ta,...,tp as long as 7 is further increased by
less than the distance between ¢; and ¢;, and so on. By assigning multicast slots to ¢ so that they are
spaced out in the frame we can make the distance between two consecutive multicast slots much larger
than one slot. We then expect GMP and CMP to be largely insensitive to propagation delays.

PMP was devised to overcome this problem. Under this protocol, £ does not need to wait until it
receives the packet transmitted in the first synchronization slot. Regardless of whether j € g or not,
k will transmit in slot t; with probability ¢, provided that it has a packet for j. Thus, PMP is not
affected by propagation delays at all.

The algorithm used by ¢ for transmission in its multicast slot, and the algorithm used by j for

9Except, of course, for deciding whether k itself is in the multicast group or not.
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(i,g) denotes that i may transmit to multicast group g in this slot
(k,j) denotes that k may transmit to j in this slot
T, is the propagation delay from i to k

Figure 3: Effect of the propagation delay (not in scale)

tuning its receiver in ¢’s multicast slots are common to all protocols and are shown in Figures 4 and
5, respectively. The algorithm used by k’s transmitter, k& # ¢, for transmissions in #’s multicast slots
differs depending on the protocol, as seen in Figure 6. The protocols are very simple to implement,
and thus suitable for the high-speed environment we are considering.

7 Numerical Results

We consider three 8-station networks with single-destination traffic parameters described by the ring-
type, disconnected-type, and quasi-uniform traffic matrices in Figures 7, 8, and 9, respectively. We
also consider a 20-station network with a ring-type traffic matrix (not shown here, but similar to the
matrix in Figure 7). For the multi-destination traffic parameters we assume, for ease of presentation,
that p; = p V #; since we are interested in the behavior of the various schedules as the amount of
multi-destination traffic increases, our conclusions will be valid for the general case, i.e., different p;.
All simulation results were obtained with a confidence of 99% in less than 1% variation from the mean.

7.1 Schedules Optimized for One Class of Traffic Only

In this section we investigate how one-to-one schedules optimized for a single class of traffic perform
under a mixed traffic scenario. Figure 10 plots the throughput of a one-to-one schedule optimized
for the disconnected-type single-destination traffic matrix, as p increases from 0 to 1 °. In Figure
11 we plot the throughput of a cyclic one-to-one schedule, optimal for multi-destination traffic when
pi = p ¥V 1, when the single-destination traffic offered is of the quasi-uniform type. Although in both
Figures we have N = C' = 8 and broadcast multi-destination traffic, the behavior shown is typical of
other values for C', as well as for multicast traffic.

As p increases, and for all policies, the throughput of the single-destination (broadcast) traffic
decreases (increases). This is expected as more broadcast packets contend with single-destination
packets for the same slots. The total throughput increases at first, as a result of the increased total
offered load, until a saturation point is reached, after which any increase in p has a negligible effect on
total throughput. Comparing the three contention-resolution policies we note that the best overall and
best multi-destination traffic throughput for any value of p > 0 is achieved by Policies 3 and 2, followed

10Values of p — 1 correspond to the situation where stations always have a multi-destination packet to transmit.
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by Policy 1. By giving priority to multi-destination packets, Policies 2 and 3 achieve shorter average
multicast cycles, and thus higher multi-destination throughput, at the expense of single-destination
traffic.

In all our experiments we have found that schedules optimized for multi-destination traffic only
achieve very high total throughput but are extremely unfair to single-destination packets, especially
when Policies 2 or 3 are used. Policy 1 achieves a better balance of single- and multi-destination traffic
throughput, but it does not guarantee timely delivery of a packet to its destinations. On the other
hand, schedules optimized for single-destination traffic only may result in both low overall throughput
and starvation of multi-destination packets regardless of the contention-resolution policy used.

7.2 Schedules Optimized for Mixed Traffic

Figure 12 plots the throughput of one-to-one schedules optimized with SMH for broadcast and disconnected-
type single-destination traffic. Only Policies 1 and 2 are shown; the curves for Policy 3 are almost
identical to those of Policy 2. The value of «, the minimum single-destination throughput as a per-
centage of total throughput, was set to 45%. Unlike previous Figures, schedules for different values of
p may be different as they may correspond to different values of { in SMH (recall that ! is the number
of frames of a schedule optimized for multi-destination traffic merged with one frame of a one-to-one
schedule optimized for single-destination traffic).

The curves of Policy 1 are monotonically increasing or decreasing, while those of Policy 2 have
discontinuities. This can be explained by considering the operation of SMH, which guarantees that
Tingte(St) > oTio1a1(S1). Let l1, 13 be the values of I selected by SMH for p; and ps, respectively, with
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p1 < p2. In general, I; < Iy, unless the above condition is violated for p = ps,{ = [1, in which case
SMH is forced to select Iy < [y, effectively decreasing (increasing) the throughput of multi-destination
(single-destination) traffic to satisfy the condition. In Figure 12 this situation never arises under Policy
1, but it does arise several times under Policy 2 (e.g., for p; = 0.55, p» = 0.60).

Comparing Figure 12 to Figure 10 we observe that the schedules produced by SMH have a much
higher total throughput: up to 28% increase for Policy 1 and 35% increase for Policy 2. Total through-
put is not as high as that achieved by cyclic one-to-one schedules (Figure 11), however, by varying
the value of a one can produce a wide range of schedules between (and including) the two extremes
shown in Figure 10 (large ) and Figure 11 (small ). We conclude that SMH is very general, giving
the designer the flexibility to obtain schedules tailored to the specific needs of applications.

Figures 13 and 14 plot the throughput of schedules with one-to-one and broadcast slots optimized
with SMH (o = 45%) for the 20-station ring-type network. Figure 13 is for broadcast traffic while
Figure 14 is for multicast traffic, whereby the maximum size of a multicast group is equal to 5 (i.e., a
multicast group consists of at least 2, and at most 5 stations; however, all stations are equally likely to
be members of a group). In both cases SMH produces (static) schedules with the best possible total
throughput. Note that in the case of multicast traffic with small multicast groups (Figure 14), the
total throughput for the mixed traffic is lower than the throughput of single-destination traffic only
(p = 0), although the offered load is higher (see the stopping rule for this type of schedules in Section
5). This is because, in this case, broadcast slots allocated for transmitting multicast packets are mostly
wasted. We show how the adaptive protocols improve the situation shortly.

7.3 Tunable Transmitters vs. Tunable Receivers

Figures 15 and 16 plot the throughput of one-to-one schedules and schedules with one-to-one and
broadcast slots, respectively, optimized with SMH (o = 45%), when the number of wavelengths is less
than the number of stations N = 8, C' = 4, and ring-type matrix). The curves for Policy 3 in Figure 15
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single-destination matrix).

are very close to those of Policy 2. As we can clearly see, schedules with one-to-one and broadcast slots
achieve a total throughput higher than the number of channels, 4, which is the maximum a one-to-one
schedule can achieve. This behavior is more pronounced when C' = 2 (not shown here) indicating that,
for networks with C' < N and mixed traffic, tunable receivers are preferable over tunable transmitters.
The non-monotonic behavior of the curves in Figure 16 can be explained as in the previous section.

7.4 Adaptive Protocols

In this section we consider the 20-station network with ring-type single-destination traffic used in the
results plotted in Figures 13 and 14, and we assume that the multi-destination traffic offered to the
network is such that the maximum size of a multicast group is equal to 5 (thus, the average size of a
multicast group, 7, is equal to 3.5). We set the values of Lyin and Lyge, the minimum and maximum
number of consecutive multicast packets to be transmitted to the same multicast group, to 30 and
50, respectively; the number of packets actually transmitted to a certain group is a randomly chosen
integer in the interval L, < L < Lpge. The value of p was set to 0.4. We also assume that the
propagation delay from i’s transmitter to j’s receiver, 7;; = 7 V ¢,j. This can be taken as the worst
case scenario, with 7 = max;; {7; }.

Figure 17 plots the throughput of GMP as F', the number of free multicast slots between two
synchronization slots increases from 5 to 100, for two values for the propagation delay, 7 = 100 and
7 = 200. As expected, only the throughput of single-destination traffic is affected by the propagation
delay; a longer propagation delay means that less free slots can be used to transmit single-destination
packets. Also, the greater the value of F' the less the frequency of synchronization slots which cannot be
used for single-destination transmissions, and the higher the single-destination and total throughput.
F also affects the multi-destination traffic throughput. When F' = 5, a station will, on the average,
have to wait for a small number of slots for a synchronization slot in order to transmit to a new
multicast group. As F' increases beyond L., = 50, a station has to wait longer, and the throughput
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decreases. The highest overall throughput is obtained when F' = 50 for both values of the propagation
delay shown.

The throughput of GMP (F' = 50) as a function of the propagation delay, 7, is plotted in Figure
18, where 7 is given in slots. With 500-bit packets, 1Gbps data rates, and speed of light in the fiber
v = 2 x 10 m/s, the packet transmission time corresponds to the propagation delay along 100m of
fiber. The range of propagation delays plotted represent delays over distances up to 20Km, reasonable
for LANs/MANs. Note that because of the extra padding needed for synchronization within each slot
[14], the slot duration is actually larger than just the time needed to transmit a packet.

Figure 18 confirms our assertion that GMP is, to a large degree, insensitive to propagation delays;
single-destination throughput only slightly decreases as propagation delays increase. Comparing to the
values of the throughput for p = 0.4 in Figure 14 (showing the optimized schedules with broadcast slots
for identical traffic), we note that the total throughput of GMP, across all propagation delays, is higher.
In addition, GMP maintains a better level of throughput for multi-destination traffic. The behavior of
CMP (not shown) is very similar, although it incurs slightly lower multi-destination throughput due
to the extra control packet.

Figure 19 plots the throughput of PMP as a function of F' (recall that PMP is totally insensitive
to propagation delays). The highest attainable throughput is somewhat lower than that of GMP and
CMP in the range of propagation delays shown in Figure 18. However, the advantage of PMP lies in
the fact that it does not incur any overhead (as CMP and GMP do), and that it can be used even for
extremely long propagation delays, when the throughput of both CMP and GMP would degrade.

The real advantage of the three protocols, however, lies on their adaptability. Consider what would
happen to the throughput of the schedules in Figure 13 if the characteristics of multi-destination
traffic changed so that, instead of broadcast packets, packets with a maximum multicast group size
of 5 arrived. Tpyuni for p = 0.4 would drop from 10.0 to 1.84 as a result of 77 in expression (14) been
changed from 19 (broadcast traffic) to 3.5. Tying. would not be affected, but Tyorar would drop to
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10.31, as compared to almost 14.0 for the three adaptive protocols (Figures 18 and 19). The protocols
increase the throughput by permitting single-destination packet transmissions in multicast slots. But
these transmissions are adjusted to reflect the current multicast groups. Consequently, the three
protocols would permit no such transmissions under broadcast traffic, achieving a total throughput
identical to that in Figure 13. We conclude that the adaptive protocols have the best performance
under changing traffic parameters.

8 Concluding Remarks

In this paper we have addressed the problem of carrying both multi- and single-destination traffic
over single-hop WDM networks. We presented an optimization heuristic, suitable under a mixed
traffic scenario, to overcome the inefficiencies and unfair behavior of schedules optimized for one class
of traffic only. We also developed a suit of adaptive multicast protocols that can be useful under
changing traffic conditions. Our results indicate that schedules for tunable receivers (FT-TR or TT-
TR networks) achieve a higher channel utilization compared to schedules for fixed-receiver (TT-FR)
networks. We also conclude that slot assignment adaptability is both desirable and feasible when
multi-destination traffic is being carried.

Our current research focuses on: (a) how to apply the techniques presented in this paper to provide
higher-level services to applications (for example, response collection [16]), and (b) how to hide the
transceiver tuning time, now assumed to be included in the slot duration, by overlapping it with
transmissions from other stations, thus making single-hop networks practical for current state of the
art optical tunable devices.
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Figure 18: Effect of 7 on throughput of GMP (p = 0.4, Lyyin = 30, Liyee = 50, FF = 50, maximum
multicast group size = 5).
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Figure 19: Effect of F' on throughput of PMP (p = 0.4, Lpyin = 30, Lyyey = 50, maximum multicast
group size = 5).
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