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Abstract 
In considering transport layer protocol for multimedia 

applications in packet networks, real-time and 
synchronization characteristics of multimedia applications 
have to be considered. Synchronization means that inter- 
medium temporal relationship for an application has to be 
satisjied, after the transmission across the network. Since 
the random delay of packet networks makes 
synchronization among media more complicated; therefore, 
a model is required to specify the temporal relationship 
among media across the network and can be easily 
implemented in a transport protocol. In this paper, a real- 
time synchronization model (RTSM), is presented for  
synchronization, and a new protocol, namely MSTP 
(Multimedia Synchronization Transport Protocol), is 
proposed based on RTSM. 

I. Introduction 
With the increasing power of modem computers and 

high-speed network technologies, the integration of 
multiple media into a single network application [l-81 
becomes possible. Multimedia communication 
applications, such as video phone system, video 
conference system, shared workspace applications, etc., 
will lead to a new type of applications by computer and 
communication. Combining multimedia and 
communication into computer systems also introduces 
new research problems. Two of these problems are : (1) 
synchronization model to specify the inter-medium 
temporal relationships, and (2) transport protocol to 
support multimedia synchronization for real-time 
communication applications. In designing the 
synchronization model and the transport protocol, ease of 
implementation and the non-dererministic behavior of 
packet networks (eg., random delay and packet dropping) 
should receive more attention, which are the major focus 
of this paper. 

Much work [9-131 has been done in describing the 
synchronization model for multimedia applications. 
Among those, petri-net based models provide a good 
method to specify temporal relationships. The modified 
petri-net model, Object Composition Petri Net (OCPN) 

model [lo-111, has been proved to have the ability to 
specify any arbitrary temporal relationship among media 
and it may be applied to both stored-data applications and 
live applications. The extended OCPN (XOCPN) [12] can 
additionally specify the communication functions. In [ 131, 
user actions are also considered. However, when taking the 
real-time issue of multimedia and the non-deterministic 
behavior of packet networks into consideration, 
OCPN/XOCPN and other Petri net based models are not 
sufficient to deal with the late transmission of packets. 
Here, we define late transmission of a packet to be that the 
packet fails to reach its destination in time (i.e. exceeding 
its real-time constraint) and should be dropped. We explain 
the insufficiency of OCPN by the example shown in 
Figure 1 in the following. 

We may treat the example in Figure 1 as an MTV-like 
application in which there are music (audio) and 
corresponding video frames and text (subtitle) on the 
screen. In Figure 1, we only show two cycles of a cyclic 
model of the application and the interpretation of 
transition tl to t3 in Figure 1 follows. Simultaneously, 
the application plays audio Al, displays two video frames 
V11, V12 orderly, and displays text Txl. Figure 1 shows 
that transition 0 will be fired only after V12, A1 and Txl 
are all played and their durations are expired. Similarly, 
transition t5 will be fired only after V22, A2, and Tx2 
finish playing. 

t 2  14 

V : video, A : Audio, Tx : Text 
Figure 1. An example of petri net based 

synchronization model. 

In the following, we examine the characteristics of 
audio, video, and text data. For audio data, it is very jitter 
sensitive and cannot tolerate random delay between audio 
segments; hence, by holding A2 too long after finishing 
A1 will result in unrecognizable audio quality. For video 
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data. by dropping a small portion of video frames or by 
having a small random delay between video frames may 
only have minor impact on human eyes and is acceptable. 
For text data, it has the least jitter sensitivity compared to 
audio and video. Based on such an observation, we notice 
that audio data is much more jitter sensitive than video and 
text data and is less tolerant to random transmission delay. 

In Figure 1 based on OCPN model, if A1 and Txl have 
finished playing but V12 is late due to network 
congestion, transition t3 can not be fired until V12 arrives 
and finishes playing. For this late transmission of V12, 
A2 can not be played even if it has arrived. However, this 
is improper since audio is very jitter sensitive. Therefore, 
a natural thought in handling this situation is to fire 
transition t3 right after finishing A1 to activate A2, V21, 
and Tx2 in order to maintain the audio quality. Clearly, 
the unfinished video frames in V12 will be dropped. Since 
any of the earlier proposed petri net models does not allow 
firing transition t3 before finishing V12; hence, a new 
model will be proposed in this paper and is named as Real- 
Time Synchronization Model (RTSM). 

As to the part of transport protocol, many works [14- 
201 have been done in discussing high-speed transport 
protocols. The goals of these protocols are focused on 
high-throughput or low-latency. The issues of multimedia 
and real-time synchronization are rarely addressed. In [23], 
Huitema and Dabbous discussed the synchronization 
relationship among different types of data. However, that 
model does not address the real-time characteristics of 
media, and it can not achieve more complex 
synchronization relationship for it has only two types of 
data (RT, DT). In this paper, MSTP is presented to 
support more general services. 

The remainder of this paper is organized as follows. In 
section 11, we describe the RTSM model and the concept 
of key medium and time medium. The goal of key 
medium or time medium is to handle situations when data 
must be dropped due to late transmissions. Section I11 
describes the architecture of MSTP. The synchronization 
control and implementation methods of MSTP are 
presented in section IV. Section V concludes this paper. 

11. Real-Time Synchronization Model 
(RTSM) 

In this section, we will present the RTSM 
synchronization model and the concept of key medium and 
time medium. 
,4. RTSM model 

Considering the example in Figure 1, in order to avoid 
the unexpected blocking due to late transmissions, we need 
a mechanism to enforce the blocked transitions to fire 
under the situation of late transmissions. Therefore, we 
introduce a new type of places called enforced places to 

achieve this enforcement. To differentiate an enforced place 
from a regular place, a double circle is drawn for enforced 
places as shown in Figure 2. In Figure 2, transition t3 is 
fed by two regular places, V12 and Txl, and one enforced 
place, A l .  The rule about enforced place is that once an 
enforced place gets unblocked (i.e. finishes playing), the 
transition following it will be immediately fired regardless 
of the states of other places feeding this transition. 
Therefore, if A1 becomes unblocked in Figure 2, 
transition t3 will be immediately fired regardless of the 
states of V12 and Txl, and actions of all obsolete places 
are cleared. In this way, the synchronization anomaly due 
to late transmissions can be solved. 

Figure 2. An RTSM model for the 
example in Figure 1. 

R. Concept o f Kev medium and Time medium 
(1) Key medium 

In the previous paragraph, we described the special 
feature of enforced places. In this subsection, we will 
discuss how to assign enforced places to packets of 
different media. By definition, enforced places control the 
advance of time of multimedia applications. That is, if the 
places of a specific medium, such as voice, are assigned as 
enforced places, then this medium will not be blocked due 
to late transmissions of other media in synchronization. 
Further, this medium will drive other media to advance in 
time if late transmissions happen to other media. We 
denote this specific medium as the key medium. The 
concept of key medium is similar to that of master/slave 
policy proposed in [24], but is more compact for network 
applications. 

Therefore, two factors should be considered in deciding 
the key medium. First is the importance of the medium 
and second is the jitter-sensitivity of the medium. For 
instance, if the quality of one medium is more important 
than that of others, then this medium should be chosen as 
the key medium. Or, if the importance of all media are the 
same, then the most jitter sensitive medium should be 
chosen as the key medium. 

Note that all media except the key medium are subject 
to packet dropping due to late transmissions. Hence, if 
there is one medium requiring error free transmission, such 
as text or niimerical data, then this medium should be 
either chosen as the key medium or cannot be controlled 
by another key medium. Figure 2 shows an example 

7c.3.2 
929 



where text data and video data can be dropped due to late 
transmissions when audio data gets unblocked. Hence, in 
this case, error free transmission is not guaranteed to text 
and video transfer. 

(2) Time medium 
Since all media are transmitted across the network, it is 

also possible for key medium to suffer long delay to 
exceed its real-time constraint. For example, what should 
be done if A1 in Figure 2 is still waiting for its 
corresponding packets (due to late transmissions or packet 
dropped in the network) while the real-time constraint of 
A1 has expired? In such a case, it is reasonable to fire 
transition t3 to activate A2, V21 and Tx2 instead of 
waiting for A1 to complete. To achieve this function, the 
introduction of key medium is not sufficient and we need a 
mechanism to express absolute time (the real-time 
constraint) in the model. For this goal, we introduce rime 
as one of the media, named time medium, and can be 
placed in the synchronization model of multimedia 
applications. 

Clearly, time medium is a viriual medium and 
normally contains a deterministic duration of time which 
specifies the real-time constraint bctween two transitions. 
Note that time medium can be assigned as regular places 
or enforced places. By assigning the places of time 
medium to be enforced places means that the transition 
following the enforced place of the time medium will be 
fired when the duration of time specified by the time 
medium expired, even if the places of other media are still 
blocked. With the introduction of time medium, we can 
model the example of Figure 2 to be that shown in Figure 
3. Note that in Figure 3, both places of audio and time are 
assigned as enforced places. Figure 3 shows that transition 
W will be fired if either one of the following two cases are 
true. One is that A1 has finished playing and becomes 
unblocked; or, 200 ms has passed by after the firing of 
transition tl. Hence, if A1 is blocked for a long time due 
to late transmission, then A1 will be skipped when time 
medium TI become unblocked. This resolves the problem 
of late transmissions of key medium. 

Figure 3. Using time medium in RTSM 
model. 

111. The Architecture of MSTP 
asic Concept, 

MSTP adopts a multi-protocol architecture [22] as 
shown in Figure 4. For an application with several media, 
MSTP manager sets up a single multimedia connection, 
and for different media, it employs different sub-protocols 
to set up subconnections with its own quality of service 
respectively. Each sub-protocol manager manages a sub- 
protocol connection, which is a transport layer connection, 
and the function of MSTP manager is to keep track of the 
operation of all sub-protocol connections such as the set- 
up and release of each sub-protocol connection. Note that 
all sub-protocol connections managed by a single MSTP 
manager belong to a single multimedia application. The 
purpose of MSTP is to provide a synchronized data 
streams from sender to receiver, i.e. the sender sends data 
according to some synchronization relationships and 
MSTP will deliver data to the application on the receiver 
conforming to the original synchronization relationships. 

Briefly speaking, MSTP manager of the sender accepts 
RTSM and QoS for each medium from the application 
program, and sets up a multimedia connection with the 
MSTP manager of the receiver as mentioned above. After 
the connection is set up, MSTP manager of the sender 
will send packets for the application according to RTSM, 
and MSTP manager of the receiver will deal with out-of- 
synchronization problems and deliver proper packets to the 
receiver application. Details of the synchronization control 
will be provided in section IV. In this way, applications 
of both sides do not need to deal with the control for 
synchronization because MSTP managers will handle it. 
This simplifies the work of the applications. - 

We classify sub-protocols into two categories, with 
error control and without error control. Sub-protocols 
which use acknowledgement and retransmission 
mechanisms for packet loss belong to protocols with error 
control. Sub-protocols without error control will not 
retransmit lost packets since there is no 
acknowledgements. Actions of sub-protocol managers, 
such as send, receive, acknowledge and discard packets, are 
under the control of MSTP manager. 

For a sub-protocol manager with error control, it 
accepts send requests from MSTP manager and send 
packets with proper header values to the corresponding 
sub-protocol manager of the receiver. When a packet 
reaches the receiver, the sub-protocol manager will deliver 
it to MSTP manager immediately and send an 
acknowledgement for that packet back to the sender. Sub- 
protocol manager of the sender will retransmit lost packets 
(using selected repeat discipline). However, MSTP 
manager can enforce sub-protocol managers to ignore the 
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Figure 4. The architecture of MSTP. 

KeySClD TimeMediumDuration 

lost of some packets by resetting the sequence number of 
acknowledgements for synchronization purpose. We 
explain this by an example. In Figure 5 ,  although MSTP 
manager detects the lost of packet 3,  it requires the sub- 
protocol manager to acknowledge up to packet 4 because 
the retransmission of packet 3 will be invalid due to its 
real-time constraint. 

Receiver MSTP ----, 
side : manager i 3. ack pkt 1 to 4 

2. pkt 1, 2, 4 
are delivered 

: (i.e. ignore the lost of pkt 3) 

sub- prot ocol 
manager 

4. ask sender to send 
packets from pkt 5 

+ sender 
(will not retransmit pkt 3) 

t 1. pkt 1 , 2 , 4  
arrived 
(pkt 3 is lost) 

Figure 5. An example of which MSTP 
manager controls actions 
of sub-protocol 

For a sub-protocol manager without error control, the 
receiver simply accepts requests from MSTP manager to 
discard arrived packets which are out-of-synchronization 
since the sub-protocol dose nothing about error control. 

The selection of sub-protocols depends on the QoS of 
each medium. In MSTP, the selected sub-protocol for the 
key medium must receive the best service provided by 
lower layers than those of other media. 

IV. Synchronization control in MSTP 
In the last section, we described the basic concept and 

architecture of MSTP. In this section, we will explain 
how MSTP works to support the synchronized transport 
services. Note that MSTP manager of the receiver dose not 
need to know the original RTSM, but deals with 

C 

play audio 
display video 

SCID for audio medium 200 ms 

synchronization control according to the information 
contained in packet headers sent by MSTP manager of the 
sender. Packet format for MSTP and actions which are 
taken by MSTP manager in the sender and receiver will be 
presented in the following. 
A. Packet format o f MSTP 

There are two kinds of packets sent by MSTP manager: 
control packets and data packets. Control packets are used 
to send control information to set up, release and change 
configuration of connections. The synchronization-related 
configurations are : (1) which sub-connection is the key 
medium sub-connection (denoted by KeySCID), and (2) if 
the key medium is accompanied with a time medium, 
what is the duration of the time medium (denoted by 
TimeMediumDuration). MSTP manager of the sender 
sends control packets to inform MSTP manager of the 
receiver about current configuration of the connection. 
Figure 6 shows the format of control packets. Note that 
the format only addresses in the aspect of synchronization 
and dose not show other header informations such as port 
numbers, QoS etc.. The control packet for the example in 
Figure 3 is shown in Figure 7 which has to be sent to 
MSTP manager of the receiver at the phase of connection 
setup. 
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SClD KeyRefSeq PC TID SEQ 

SCID of audio = 1, SClD of text = 2, 
SClD of video = 3, x = null 

in Figure 3. 
Figure 9. Data packets of the example 

which this data packet has to be synchronized with. Notice 
that the KeyRefSeq fields of key medium packets is null. 
Fields PC and TID are used for packets of places which do 
not feed into the same transition with the key medium, 
e.g. V11 and V21 in Figure 3. Field PC indicates the total 
number of places that feed into the transition specified in 
the field TID. For example, in Figure 3, the packet 
containing V11 will have PC=l and TID=2; which means 
transition 2 is fed by only one medium. Hence, transition 
X will be fired when PC number of packets with TID=X 
have arrived. Field SEQ indicates the sequence number of 
this packet. Other header information includes port 
numbers, QoS, etc.. The data portion field contains the 
real data of the packet. We again use the example in 
Figure 3 for illustration. The data packets for the example 
are shown in Figure 9 in which we use a two-dimensional 
form for SEQ of video packets for compactness. Note that 
fields PC and TID for Txl, Tx:!, V12, and V22 are null in 
Figure 9 since they feed into thle same transitions with the 
key medium. 
B. A c t i w  for MsTP manager of l .heukx 

After the multimedia connection is set up, the sending 
process of MSTP manager of the sender is very simple. 
As mentioned in section 111, the MSTP manager sends 
packets according to RTSM specified by the application 
program. It traverses the RTSM and sends packets of the 
place being visited [ 111 by making a send request to the 
corresponding sub-protocol of the packet. Key medium 
packets have to be sent before other medium packets. The 
sending process of the example in Figure 3 can be easily 

other header info. data portion 

realized as shown in Figure 10. 
duration of Ai 

11-------------) 
duration of Vi i  - - duration of V21 

I I I I +  
order send Ai send Vi2 send A2 time 

send Vi1 , Txi send V21, Tx2 

Figure 10. Sending process of the 
example in Figure 3. 

i 
C. A- for MSTP 

After the multimedia connection is set up, MSTP 
manager of the receiver knows the current configuration of 
the multimedia connection, i.e. KeySCID and 
TimeMediumDuration, according to the control packet 
sent by MSTP of the sender. MSTP manager of the 
receiver maintains a set of status variables for each 
connection for synchronization purpose. These variables 
(in italic font) include : 

(1) two variables to save current configuration : 
KeySCID and TimeMediumDuration, 

(2) CurrentKeySeq to indicate the sequence number of 
the current active key medium packet, 

(3) NexiKeySeq to indicate the sequence number of the 
next key medium packet to be received, 

(4) a set of variables to keep the sequence number of 
next-to-be-received packet for each sub-protocol, 

( 5 )  pairs of variables (AAPC, TID) to store the number 
of packets which feed into transition TID in 
RTSM. TID is the ID of the transition, and APC is 
the number of arrived packets whose TID = TID. 

Besides, a timer is needed for the use of time medium. 
Initially, CurrentKeySeq is null, and NextKeySeq is the 
starting sequence number of the key medium packet. Nxt- 
SCID is initialized to the starting sequence number minus 
one of the subconnection SCID. When MSTP manager 
receives one packet from the sub-protocol. it will execute 
proper actions according to the synchronization algorithm 
shown in Figure 11. 

The algorithm uses variable CurrentKeySeq to store the 
sequence number of current active key medium packet, and 
the value of CurrentKeySeq will not be changed until the 
next key medium packet is received (or, a timeout event 
occurs). Therefore, any non-key medium packet with 
KeyRefSeq = CurrentKeySeq amves before the value of 
CurrentKeySeq is changed meets the synchronization 

Nxt-SCID. 

7c.3.5 
932 



relationship and can be accepted and delivered to 
application program (Figure 11, case a). The null value of 
CurrentKeySeq means the key medium packet has not 
arrived yet, and any non-key medium packet whose SEQ 2 
its Nxt-SCID arrives at that time is buffered (Figure 11. 
case b) until one key medium packet arrives (Figure 11, 
case c). If the time medium is used, a timeout event means 
that the next key medium packet is too late to be accepted, 
so that we advance NextKeySeq and Nxt-SCIDs by 1. 

Although the MSTP manager of the receiver is not 
aware of the RTSM, there is an implicit RTSM model 
produced by the rules of the synchronization algorithm 
shown in Figure 11. In Figure 12, we draw part of the 
implicit RTSM of the example in Figure 3 at the receiver. 

For applications without use of key medium, RTSM 
model can be easily implemented in MSTP protocol by 
using fields PC and TID in the packet format. 
D. An examr, le 

We use a run-time case for Figure 3 to explain the 
algorithm mentioned above. One arriving pattern and 
corresponding actions are shown in Figure 13. In this 
example, late transmissions of both key-medium and non- 
key media are considered. The comments of actions taken 
are provided in the figure. 

V. Conclusion 
In this paper, we consider the impact of random delay 

in packet networks on synchronization among media of 
multimedia applications. The contributions of this paper 
are listed in the following. 

(1) An RTSM with enforced places to deal with late 
transmissions is proposed. 

(2) The concept of key medium in  RTSM for 
synchronization control is suggested. 

(3) The concept of time medium associated with key 
medium to deal with late transmissions of key 
medium is also suggested. 

(4) An implementation method of RTSM in transport 
protocol MSTP to achieve synchronization service 
is provided. 

Using the transport protocol MSTP, the receiver does 
not need to know the original RTSM of the sender. 
Synchronization among media can be easily achieved by 
sequence numbers provided by MSTP. Hence, the overhead 
of the transport protocol and the application program can 
be significantly reduced. 
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T Yes 

(key medium pkt) , If SEQ > NexfKeySeq 
then buffer it. otherwise 
discard the pkt 

, NO 

Yes (casea) 

(1) Deliver the pkt to Ap. 
(2) Add 1 to NextKeySe 
(3) Advance all Nxr-SC/& 
(4) CurrenrKeySeg = 

SEQ of the pkt. 
(5) Action (b) 

(non-key medium 

CurrenfKeySeq e == null ? (casebl 

then buffer it. otherwise 
discard it. 

Deliver it to Ap. 

Action (a) :decide i f  any of TlDs into which no ke medium feeds, is read to fire by checkin 

Action (b) : inform sub-protocol managers to accept pkts whose SEQ 2 NU-SCID. and pkts beyond this range need not be retransmitted if lost. 

irs of (APC, T/Q 
i f  one TID is ready to fire (i.e., pkrs P i  = APCfor the same TIL) , advance Nxf-8&s whose places feed info transition TID 

Figure 11. The synchronlzation algorithm of MSTP. 
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. . a  

deliver A2 

t l  

deliver : deliver the packet to application. 
wait : waiting for the packet 

Figure 12. The implicit RTSM of the example in Figure 3 (partial). 

[Packet arrived] [MSTP variables and actions after pkt arrived] 

CurrentKeySeq NXT-2 time 
SClD KeyRef S E 0  (PC,TID) I NextKeySeq NXT-3 Action Comments 

1 null 1 null ~ 1,2 ( l , l ) ,  1 accept 

2 1  (1,1) (1,121 1 1,2 (1,2), 1 accept 

1 null 2 null 1 2, 3 (2,1), 2 accept (A) 

3 2 2  null I 2, 3 (2,1), 2 accept 

200 m s i  
timeout 

1 = KeySClD of voice with TimeMediumDuration = 200ms, 2 = SClD of video, 3 = SClD of text 
NXT-2(3) : sequence number of the next pkt of SCID=2(3) 

(A) pkt with SEO=(1,2) of SCiD=2, and pkt with SEO=1 of SCID=3 dropped due to 
out-of-synchronization, advance NXT-2 and NXT-3. 

(B) text pkt with SEQ=2 accepted, but NXT-3is not increased until the next key pkt ( A 4  arrives or timeout. 

(C) video pkt (1,2) is rejected due to late transmission. 

(D) pkt with SEO=4 of KeySCID=l dropped. NextKeySeq, NXT-2 and NXT-3 are advanced. 

(E) due to exceeding the duration of the time medium 

(F) pkts of SCID=2,3 with KeyRefSeq=3 dropped 
Figure 13. A run-time case for example in Figure 3. 
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