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Chenxi Zhu and M. Scott Corson
Institute for Systems Research, University of Maryland
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Abstract— A Quality-of-Service (QoS) routing protocol lish bandwidth guaranteed QoS routes in small networks
is developed for mobile ad hoc networks. It can establish whose topologies change at low to medium rate. The pro-
ing TDMA. An efficient algorithm for calculating the end-  ha0qeq We assume the application is session-oriented and

to-end bandwidth on a path is developed and used together requires constant bandwidth. A session specifies its QoS
with the route discovery mechanism of AODV to setup QoS q ) ) i .p , ,
requirement as the number of transmission time slots it

routes. Simulations show that the QoS routing protocol can
produce higher throughput and lower delay than its best- Needs on its route. The QoS routing protocol will both
effort counterpart. find the route and the slots for each link on the route. We
begin with the problem of calculating the available band-
|. INTRODUCTION width on a given route and develop an efficient algorithm.

_ _ , We then use this algorithm in conjunction with AODV to
The problem of Quality-of-Service (Q0S) routing f0ko torm QoS routing. At last we study the performance of

mobile ad hoc networks is studied. Most routing protQpis o5 routing protocol with simulations and compare it
cols for mobile ad hoc networks, such as AODV [1], DSIa/ith the original best-effort AODV protocol

[2], and TORA[3], are designed without explicitly consid-
ering quality-of-service of the routes they generate. QoS
routing in ad hoc networks has been studied only recently
[4], [5], [6], [7]. [8]. [9], [10], [11], [12], [13]. QoS rout-  An ad hoc network is modeled as a gra@h= (V, L),

ing requires not only to find a route from a source to \&hereN is a finite set of nodes anfdis a set of undirected
destination, but the route must satisfy the end-to-end Qi$ks. The routing protocol will only use bi-directional
requirement, often given in terms of bandwidth or delalinks, so any unidirectional links are omitted. A nodg
Quality of service is more difficult to guarantee in ad hoas a set of neighbo® B; = {n; € N : (n;,n;) € L}.
networks than in other type of networks, because the wirthe bandwidth is partitioned into a set of time sléts=

less bandwidth is shared among adjacent nodes and {kg s2, ..., sar } Which consists a frame. The transmission
network topology changes as the nodes move. This eghedule of node; is defined as the set of slofsS; in
quires extensive collaboration between the nodes, bothwtbich it transmits, and the set of nod& which is its
establish the route and to secure the resources necesiansmission target set (receivers) in sipt s, € 1'S;,

to provide the QoS. The ability to provide QoS is heavilyt¥ € N B;. With an abuse of notation we will uges; to
dependent on how well the resources are managed atngfer to both the transmission slots set and the transmis-
MAC layer. Among the QoS routing protocols proposesion targets set for these slots. The &; = {s; ¢

so far, some use generic QoS measures and are not tuned to n; € Rf,nj € NB;} is the set of slots where

a particular MAC layer [8], [9], [12]. Some use CDMA tonode n; is required to receive from its neighbors. Let
eliminate the interference between different transmissiohdv® = {n; € N : s, € T'S;} be the set of nodes trans-
[4], [5], [10], [13]. Different MAC layer have different re- mitting in slot s;. A transmission from node; to node
quirements for successful transmissions, and a QoS rou-is labeled agn; — n;), or (n; — n;)* when we want

ing protocol developed for one type of MAC layer doeto emphasize it takes place in skgt The schedule of the
not generalize to others easily. So far no work has beentire networkl'S is the collection{T'S; : n; € N}. The
done on QoS routing in a flat-architectured, TDMA-basdtansmission slots can be assigned by some TDMA slot as-
ad hoc network. TDMA transmission is more demandirgjgnment protocol running at the MAC layer. The details
than CDMA, because transmissions are more likely to iaf the slot assignment protocol is not important at the mo-
terfere. Hence more coordinations among the nodes arent, but we assume the following conflict-free property
required. In this paper we develop a QoS routing protocaways holds:

for ad hoc networks using TDMA. The object is to estab- If a noden; transmits in slots;, (n; € TN¥), for every

Il. THE NETWORK MODEL



n n culation of the end-to-end bandwidth for a given route.

1 2
SRR;={s } i SRR, ={s}
SR ={s} SR, ={s} [1l. CALCULATION OF PATH BANDWIDTH
To provide a bandwidth oR slots on a pattP, it is nec-
SRR,={s} SRR,={s,s} essary that every node along the path find at I¢aslots
RT; ={s18} n, n, SRT={s} to transmit to its downstream neighbor, and these slots do

not interfere with other transmissions. Because of these
Fig. 1. SRR andSRT for TDMA transmissions. There are 2¢0nstraints, the end-to-end bandwidth on the path is not
slots,S = {s1,s2}. If the current transmission schedule isimply the bandwidth on the bottleneck link. The path

(n1 — n2)t, SRR # SRT for nodesnz andn,. bandwidth calculation problem, terméiil’ C', can be for-
mulated as follows:

In a networkG = (N, L), given the current, conflict-
free scheduld’S, for a given pathP (without loss of gen-
erality let P = {n,, — nm-1 — ... — n1 — no},
(ni,nj—1) € L,i =m,m —1,...,1, n,, is the source and
"o is the destination), find the sef&S”, n; € P Ny,

noden; € R¥, NB; N TN* = {n;} andn; ¢ TN*.

In other words, when node; transmits ton; in slot sy,
n; itself does not transmit ana; is the only transmitting
neighbor ofn; in that slot. We define the following sets fo
3nodeni]:%§m}s;§k_e S sy, ¢ST'Sz‘,Sk ¢f52‘v5k ¢ whereT'S; N TS = 0, the sets{T'S; = T'S; UTSF}

n;eNB 1S}, i = {sw €8s & TS & g, satisfy the conflict-free property, and the end-to-end
RS;, s & Un;ens, T'S;}. These are the set of slots Whertl) .

A . . bandwidth onP

noden,; can transmit without causing interference to its
current receiving nelghbor§_(‘21}), and the §et of slots BW(P) = min [TSF|,n; € PN7g
when noden; can receive without suffering interference i
from its current transmitting neighbor§ RR;), given the o _
current transmission scheduleS. The setsSRT; and IS maximized. The séfSZ-P is the set of slots where node
SRR; are not necessarily the same. This is illustrated fh &long X trapsmlts_tmgl to carlrjy packets for_the flow,
the Figure 1. The traffic is session-oriented, where ea@Rd & transmission il'S" = {T'S;" : n; € P Mg} can
unidirectional session is also called a flow. A requeBf called a new transmission or a transmissior’of A
to setup a QoS route for a session is given in terms tgansmission in the current scheddlé is called a current
< Source.Addr. Dest_Addr. Flow_ID. Bandwidth >. transmission. The objective is to find a set of new trans-
We assume a session requires constant bandwidth and fB|gSion slots for each node alorig so that these trans-

the routing protocol how many slots it needs. When a Q(S@'_ssions are conflict_—free, and the pgth bandvyidth is max-
route is established for a flow, new slots need to be fglized. We want to find out the maximum available band-

served on the route. These reservations must be confl#édth of .

free. From the prospective of finding a QoS route, the Proposition: Given the current transmission schedule

sets{ SRT;} and{SRR;} represent all the constraints preZ’'S is conflict-free, transmission sched€'S; = 7'S; U

sented by the current transmission schedtfg because 1'S; } is conflict-free iff 'S C LB; = SRT;NSRR; 1,

they dictate what slots are in use and what slots are av@hd7'S;” N T'ST" = 0,j =i+ 1,i +2,n;,n; € PN .

able. For this reason we also express the transmissior heorem: The problemBW C'is NP-complete.

schedule ag'S = {SRT;,SRR;,n; € N}. Given the  Their proves can be found in [14].

requirement to establish a session, the QoS routing protoBecause the maximum bandwidth for a given path is in-

col needs to find a route with sufficient bandwidth, and toactable, we seek alternatives approximating the optimal

determine the set of transmission slots used by each Istdution. Instead of searching for the global maximum,

on the route!. This is not easy, because even to find otite algorithm developed here only searches for local max-

the maximum available bandwidth alonggavenroute is imum which ends up to sub-optimality. The attraction of

NP-complete. Without causing confusion the tepnsh this algorithm is that its simple, iterative calculation is well

androute are used interchangeably. We start from the cakatched to the route discovery mechanism of AODV. The
version presented here is termed forward algorittital),

!The job of the QoS routing protocol stops at determining these traffecause for a patl? = {nm, Tp—Ty ens no}, it iterates
mission slots. How the nodes negotiate with each other to ensure thG%

: X . dr the hops from the soureg, to the destinatiom:
slots are assigned to the corresponding transmitters and are respected & .
by their neighbors is the job of the underlying slot assignment protocol Define PB;’ as the set of slots used on link;(— n;—1)

at MAC layer. to support patt P* = {n,,, — n,,_1 — ... — ng}. Note



that I P* is the partial path of? starting from the source (51525,

and extends to node,, andFP? = P LB (s sl sy o (s sisss)
] - . P
1. fm= 1, Ns Ny N3 na ny No
PB) = LBy; (1) PB% {sp50)  {suse) .
O——0——0 Fp
2. Ifm =2, s e "
PBZ {sps}  {syss} {s3:56} O 2
0 0 FP
(PB3, PBy) = BW2(LBs3, LBy); ) n e n n
1.
3. Ifm >3, P%- {ss} {sg} {s1} —
ng ny ng na N1
(PBy 2, PB~{) = BWa(LB, LBy-1);  (3) PBC. s (s} {sd
O O FPO=p
fork =m —3to0do s e " "2 n o
(PB;]§+3, PB,’§+2, PBIIEH) Fig. 2. Bandwidth of a patl# calculated byF' A.

= BW3(PBy {3, PBy15, LBys1); ()
Bernoulli random variable with probability,. The current

end; traffic load on the path is varied by adjustipg The aver-
The available bandwidth on pafiP” is given by age number of available slots on alinkA$| LB|] = p,*S.
Tables 1 compares the bandwidths calculatedy and
BW (FP*) = |PBj,|. (5) UB for a path of 10 hops and 40 slots. The results are

averaged over 100 different trials. We fouhtd andU B

are not far from each other, and their relative difference is
not sensitive to the path lengtf or the number of slots
S. ThereforeF' A is an efficient algorithm.

The end-to-end bandwidth of path= FP° is
BW(P) = BW(FP") = |PBY|. (6)

FunctionsBW,, BW, and BWj3 are given in the Ap-
pendix. TheF'A is in fact a greedy scheme which seeks
local maximal bandwidth from the source to the next hop, QOS routing requires finding a route from a source to a
given the sets of slots used to reach the current node. Afigstination with required bandwidth. The bandwidth cal-

an iteration, the partial path extends one hop closer to figation scheme developed above only provides a method
destination, from¥ Pk+1 to F P, Only the set of slots on 0 calculate the available bandwidth fogarenroute. It is

the three links closest to the emg are required for the NOta routing protocol, and needs to be used together with
input, and only two of the output variable®Bf,, and 2 routing protocol to perform QoS routing. The routing
PBE_, are needed for the next iteration. Because the irotocol chosen here is AODV [1]. AODV is a pure on-

k+1-, - - - - - - 1 1
formation required for each iteration is limited and locaflémand routing protocol and uses a broadcast route dis-

the algorithm lends itself easily to distributed implementa-
tion. Note that for the linkix; — ng), only three sets of
slots, PBf,, D PB};| 2 PB}.}, are calculated. This
is sufficient because transmissions of links further down-
stream do not interfere with transmissions of (; —
ny,), thereforePB] | = PB 7 for0 < j < k —2. The
path bandwidthBW (FP*) = |PB};, | is determined by
the three links closest to node, and is non-increasing as
FP* extends towards the destinatiep. Figure 2 shows
an example of thé' A algorithm.

To evaluateF'A, we compare it with an upper bound
(U B) for the end-to-end bandwidth on pathwith simu-
lations. The upper bound is derived in the appendix. The
simulation is carried out on a path with length/af hops. TABLE |
There are totalS slots, and the availability of each slot COMPARISON OFF'A AND UB.
at link (n, — ng_1), i.e. LBy, is modeled as an i.i.d.

IV. THE QOS ROUTING PROTOCOL

E[LB]]| FA | UB
40 | 1.30 | 1.40
8.0 | 3.48 | 391
120 | 574 | 6.80
16.0 | 7.17 | 8.87
20.0 | 8.39 | 10.29
240 | 9.59 | 11.42
28.0 | 10.36 | 12.06
320 | 11.15] 12.71
36.0 | 11.96 | 13.00
40.0 | 13.00 | 13.00




covery mechanism. It relies on dynamically establishingpmputation and the bandwidth consumption, otherwise
routing table entries. The reason for selecting AODV isodeny 1 needs to calculate the bandwidth for each of its
that its route discovery mechanism matches the bandwidigighbors and sends the RREQ packet individually. After
calculation scheme very well and is suitable for bandwidttalculating the bandwidth on the partial pakhP* from
constrained routing. Like AODV, the QoS routing protothe source node to itself, nodg propagates the RREQ to
col also works on an on-demand basis. A node does itstneighbors only ifBW (FP¥) = |PBy, || > R. Inthe
keep routing or bandwidth information it does not neegheantime, the fielsc PB*T! pBFt] SRTy.1 > in the

Currently AODV provides some minimal control to enabIRREQ is replaced by p'E;ZQ, plgg;p SRT. >. Node
nodes to specify Quality of Service parameters, namely also sets up an entry for this QoS route and sets the
maximal delay or minimal bandwidth, that a route to gssociated state tBEQ, indicating it has processed and
destination must satisfy [12]. These QoS parameters, hGgnwarded the request, but the QoS route has not been es-
ever, are generic and their calculations depend on specGifiglished yet. More details about the states associated with
networks. The QoS measure used here is bandwidth. 1§ oS route will be given later. If the required bandwidth
TDMA network, the bandwidth can be calculated using thg cannot be satisfied on this path, the RREQ packet will be
F'Ain the RREQ phase in conjunction with route disco\jropped ati.. No entry will be setup in this case. If a node
ery. Bandwidth is calculated on its path as a RREQ packfbps the RREQ packet, it will process the next RREQ
is forwarded hop by hop. To find the available bandwidtﬁacket it receives, even with the sam®oadcast_ID.

on a path requires the calculation to be done all the waye next RREQ comes from a different neighbor and may
from end to end. This excludes any node other than thgve traveled via a path with more bandwidth. The next
destination to generate a RREP. As a RREQ is forwardRREQ is dropped if a RREQ satisfying the bandwidth re-
hop by hop and leaves behind a pditP, the available qguirement has been processed and forwarded, i.e. the state
bandwidth forF' P is calculated. If a node finds th&tP of the route isSREQ 2. If a RREQ is forwarded hop by

cannot meet the required bandwidth, it drops the RRERbp without being dropped and reaches the destination
No RREP is generated for this path. If a RREQ reachgg a path? = {n, — npm_1 — ... — n1 — ngh
the destination via a patF, a route satisfying the band-after the destination calculates and verifilg$V’ (P) =
width requirement is found. BW(FP%) = |PBY| > R, a QoS route” from the source
When a source node wants to setup a QoS route fgithe destination has been found. The destination ngde
a flow to a destination, it sends a RREQ as it starts th&ponds by sending a RREP packet along the paii
route discovery. The RREQ carries the flow informahe reverse direction. It records the neighbor from which it
tion. A partial path from the sourcé; P, is set up as the receives the RREQ as its upstream neighboPdso does
RREQ propagates from the source. THel is used to every other node o) and sends the RREP to this node.
calculate the bandwidth on the partial pati> the RREQ This ensures the RREP and the RREQ packets travel on the
has traversed so far. Without loss of generality, assug@me path in opposite directions. The transmission slots
the source node is,,, the destination node isg, and 757 n; ¢ P Nmg will be determined and reserved as the
a RREQ has traveled along a pathP*™' = {n,, — RREP is forwarded towards the soureg. The destina-

Nm-1 — ... = ng41}, and is being forwarded by nodetion n, calculates the slots used on the last hop-& no)
ng41 o its neighbors. As nodey, ; transmits the RREQ

packet, it appends the following information to the RREQ TSP = BW,(PBY},R), 9
packet:< PB}tS, PBft), SRT).41 >. Suppose an one-

P .
hop neighbor ofny.1, 1z, receives the RREQ. It calcu-2nd appendd’sy to the RREP packet it sends q. If

multiple RREQ arrives at the destination, the first RREQ

lates:
satisfying the bandwidth requirement is replied and the
LBy 1 = SRTy41 N SRRy, (7) others are neglected. The reason for the destination not
to wait for more RREQs (thus more QoS routes are found
(PB]I§+37PBII§+27PBII§+1) = Qs ( Q

and it can choose the best of them) but to use the first QoS

k+1 k+1 ) X
BWs3(PBy i3, PBiy, LBkta)- (8) route it becomes aware of is to reduce the delay of route
Fork=m—1lork=m—2,it usesPB;l}_l = LB, or 2In the original AODV protocol, a node always processes and for-

(pBTrg—Q,PBnnZ:%) = BWy(LB,,, LB,,_1) in the place wards the first RREQ it receives with Broadcast ID and drops
Pée others in order to control the number of RREQs circulating in

of Equation 8. The refason that this calculation is dOI{lne network. With QoS constraint, the first RREQ which satisfies the
by nodeny, not ng1, is to_ alIOV\_’ nodeny.1 .tO broad- pandwidth requirement is processed and forwarded and the others are
cast a RREQ packet to all its neighbors. This reduces thepped.



discovery. This is suboptimal in the sense that other routes when the destination receives a RREQ and verified
might be shorter or have higher bandwidth. As the RREP there is sufficient bandwidth on the route. A node
packet travels towards the source, transmission slots along records the neighbor from which it receives the RREQ
the path are determined and reserved and the QoS route isas its upstream neighbor on the route. The length of

established. The RREP packet transmitted from nodeg the timer is set tdRoute_setup_time.

to ny, carries the informatiorc TS,f,TS,f_1 >. Notethat 2. REQ — NONE: The entry for the QoS route is
the set of transmission slof&SE on link (n, — ng_1) is deleted when the timer expires and no route is setup;
determined by the receiver,_;. When noden;, receives 3. REQ — RFESV: The state becomeRESV when

the RREP, it calculates the destination sends out a RREP, or a node on the

P R =ver < route, including the source, receives a RREP. An in-
TSpy1 = BWi(PBe NTS, NTS,_y, R). (10) termediate node also updates the RREP packet and

After replacing < TSP, TSP, > in the RREP with forwards it to the upstream neighbor. It records the

< TSP, TSY >, ny, passes the RREP to its upstream neighbor from which it receives this RREP as its
neighborny, 1. It also changes the state of the QoS route downstream neighbor on the route. The length of the
from REQ to RESV . Forny, the transmission slo5S} timer s reset tdtoute_setup_time. _
can now be reserved. When the RREP reaches the sourcd; ESV  — RESV: The state RESV is re-
every link on path? has found its transmission slots, and ~ fréshed when the route is used to transmit a data
a QoS path with bandwidtk has been set up. packet belonging to this flow. The timer is _reset to
In the original AODV protocol, active routes are pro-  toute-life-time. Once a route is setup, it is used
tected with soft-state. A timer is associated with an active during the lifetime of the session, unless it breaks due
route at a node, and is refreshed each time the route is used 10 S0me topological change. In order not to disturb the
to forward a packet. When a route has not been used for Packetflow, a QoS route is not changed as long as the
sometime, its entry in the routing table is deleted as the réquired QoS is satisfied;
timer expires. This ensures every route in the routing table> 255V — BRK.U: The RESV state be-
is fresh. Soft-state can also be used with a QoS route. We COMes BRK.U when no data packet arrives for
now describe the soft-states used by the QoS routing pro- Ffoute-life-time and the timer expires. This implies
tocol. The state of a QoS route at a node can be one of the € QOS route is broken at the upstream. The timer is
followings: set toRoute_setup_time.

1. NONE: This node does not have an entry for the 6 BRK.U — RESV: The QoS route which was
QoS route; broken at upstream is restored. The timer is set
2. REQ: A RREQ to set up the QoS route has been to Route_setup_time. This could happen for three

processed, but the QoS route is not established yet. €ases. The first case, a data packet belonging to
No slots are reserved. A node REQ state will not this flow arrives, indicating the QoS route from the

process or forward any new RREQ packet it receives Source to the current node has been restored. The sec-
for the same flow with the sam@roadcast_ID; ond case, a nodey, receives a RREQ packet from

3. RESV: The QoS route has been set up and is used noden,, . 3. After calculating the bandwidth of the

to forward data packets. A node BESV state will path F P*" along which this RREQ traveled from the
not process or forward any RREQ or RREP packet for source to itself, and verifying there is enough band-
the same flow; width on this path, it sends out a RREP back}q ,/,

4. BRK_U: The QoS route is broken at upstream of €ven it may not be the destination. Note that node
this node and is under repair; ny, 1/ 1S Not its upstream neighbar, ., on the origi-

5. BRK _D: The QoS route is broken at downstream of nal QoS routes, 1 will reply, rather than forward the
this node and is under repair; RREQ if it receives one). The state transitsR& SV

Transitions among these states are triggered by events When this node sends the RREQ and the timer is set
such as receiving or transmitting a packet, or expiration to Route_setup_time. If this node is the destination,
of the timer associated with the state. The conditions and this is identical to the initial route discovery phase.
operations associated with these transitions are defined be- If this node is not the destination, this can be called
low: a local reply. Note that in the initial route discovery
1. NONE — REQ: An entry for a QoS route is setup
when the source of the flow sends a RREQ, or when ayere we use prime’) to indicate the path the new RREQ has
non-source node receives and forwards a RREQ, taiversed.



phase, only the destination can send a reply. What
makes the local reply feasible here is that the part
of the original QoS route from this node to the des-
tination (B P¥) still exists, although most likely every
downstream node is also BtRK U state. When the

transits toRE(Q. If this node is not the source, it be-
comesREQ when it receives (fromn, /) and for-
wards a RREQ packet. Suppose this node;isand

its upstream (downstream) neighbor on the original
QoS route 91,41 (ng—1). The transmission slots on

RREP reaches the source, a QoS route is setup be- link (ng1 — ng) is TS,f+1 and on link @, — ng_1)
tween the source and the current node. This, together is T'S}. It is possible that, ., ;- andny.; are not the

with the part of the original route from the current
node to the destination, restores the entire route. Lo-
cal reply reduces the delay to restore a broken route.
A node sending a local reply also sends a route hold
packet (RTHLD) towards the destination. On receiv-
ing the RTHLD, nodes at the downstream also transit
to RESYV (this is the third case), so the QoS route at
the downstream side is reinstated.

A potential problem for allowing anBRK U node

same. When processing the RREQ, nageises

SRR,
SRT]

SRRy UTSE, 1,
SRT,UTSE

(11)
(12)

in the place of SRRy and SRTj. Although slots
TS{,, andTS{ are reserved on the old route, they
can be used on the new route as well. The timer is set
to Route_setup_time;

to locally reply the RREQ is that more than one 10. BRK_D — NONE: The QoS route entry is

routes can be built. This happens when more than
one BRK _U node send out local replies. Although

deleted if no RREQ arrives before the timer expires.
The slotsT'S}” are released.

these routes do not form a loop (they are all from the11. RESV — NON E: When transmission of the ses-

source to the destination), this is apparently redun-
dant. Which route will be used depends on which
RREP reaches the source first. When a node in

sion is complete and the QoS route is not needed any-
more, the source node sends a route release packet
(RT_RLS) to release the route and the slotg"S”.

BRK _U sends a local reply, it may temporarily have Route_setup_time and Route_life_time should re-

two upstream neighbors: the one it sends the lodé
RREP to and the one on the original QoS route. The

ct the dynamics of the QoS routing protocol. The timer
set toRoute_setup_time for route discovery and route

route from the original neighbor cannot be deleteepair. It should be long enough for a packet to be transmit-
at this moment, because one of its upstream neigkd back and forth on the rout&oute_li fe_time should

bors could also send a reply (and assume the origie
nal down stream route is still good). This route mags
still be used. As data packets start to flow on one &

in the order of data packet arrival interval, because on an
tablished route data packets flow regularly and the timer
refreshed by every packet. This allows quick detection

the routes, they will refresh thRE SV states on that once the route breaks and the data packet flow stops. Be-
particular route. Others routes will time out and beause soft-states are used and transitions can be triggered
deleted. As a result, route redundancy is only tempby timers, under no circumstances does a node keeps a
rary and there is only one QoS route per flow after threute forever. Eventually all states becolN& N E, the
states stabilize. QoS route is deleted and the time slots are released.

7. BRK.U — NONZE: The route is deleted at this

node if it cannot be restored when the timer expired: An example of route setup and route repair

The slotsI'S] are released; Figure 3 provides an example of the setup and the repair
8. RESV — BRK_D: When a node finds the link togf 54 QoS route. Suppose nodg wants to setup a QoS
its downstream breaks, the route breaks and it traiute ton,. It starts the route discovery by transmitting a
sits to BRK_D. At the same time it sends a routRREQ. The RREQ packet is forwarded throughout the en-
error packet (RERR) towards the source. A nodge network (Figure 3.a). For simplicity, we assume there
also transits fromRESV to BRK_D when it re- s enough bandwidth on every link so the RREQ packet is
ceives a RERR packet from its downstream neigfot dropped. On receiving and forwarding the RREQ, ev-
bor. As the RERR packet is forwarded from the brasyy node sets up an entry for the route and sets the associ-
ken link towards the source, every node in this pagted soft-state t&® £Q. When the RREQ reaches the des-
of the route become8RK _D. The timer is set to tinationng via a pathP = {ny — ns — ny — ny — no},
Route_setup_time. no sends a RREP to, in the opposite direction aP (Fig-

9. BRK_D — REQ: Ifthis node is the source, it sendgyre 3.b). The state at, becomesRESV. On receiving

out a new RREQ as soon as it receives the RERR aRRREP, nodes o determines and reserves transmission
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are deleted. As data packets flow through this new route
{n4 — ns — ng — n1 — ng} (Figure 3.f), theRESV
state at every node on the route is being refreshed periodi-
cally.

V. SIMULATIONS RESULTS

The performance of the QoS routing protocol is studied

", T, RF;E: " DAHT: with simulations. The QoS routing protocol has been im-
IRREQ RREQ RREP o Plemented withes [15]. The implementation is based on
g ng N ng M3 ne the AODV module contributed by the MONARCH group
RRWREQ RREP DATA from CMU, and the QoS routing functions are added. In
) My Ma f Ma additional to building QoS routes, the protocol also builds
. e. .

a best-effort route when it learns such a route. The best-
, ~ effort route is used when a QoS route is not available.
Fig. 3. An gxample of route setup and route repair with thepe Evolutionary-TDMA scheduling protocol (E-TDMA)
S:nssrr]:)i:gir(l)%.protocol. A arrows the direction of a paCkE[HG]) developed by the same authors is used at the MAC
layer. It is a distributed protocol which dynamically gen-
erates and updates TDMA transmission schedules among
slots7'S*. Their states transit tiR ZSV. A QoS route the nodes. Transmission rate is 1 Mbps. There are 40 slots
P is established. As data packets sentiigytravel along in a frame, and a slot carries 32 bytes of information. A
P, the RESV states of the nodes aR are refreshed pe- packet needs to be transmitted in multiple slots if it can-
riodically. For a node not o (ns5, ng), the route en- not fit in one slot. An information slot is equivalent to
try is deleted when no RREP packet is received befat8 kbps. In a control epoch, nodes contend for a permis-
the timer expires. Suppose sometime later a neden sion in a 2-hop neighborhood for making new slot reser-
P moves from the vicinity ofny to the vicinity of ng. vations, and those which succeed can reserve new slots.
The link betweenn; and ny, breaks and a new link ap-The control epoch runs at a frequency of 17 Hz and con-
pears betweem; andng. Assume the link between; sumes 14% of the bandwidth itself. Thanks to contention,
andng is not affected by this movement. The node uge-TDMA's operation is limited by the nodal density rather
stream of the broken linkn{) detects its next hop nodethan the network size. Details of E-TDMA can be found
(n1) is gone and sends a RERR packet back to the souic§l6]. In the simulationsRount_setup_time = 1000 ms
(Figure 3.c). Nodes, ng andny becomeBRK _D. In  and Route life_time = 200 ms. A mobile ad hoc net-
the meanwhile, nodes downstream of the broken link ( work of 25 nodes is generated in an area of 1000 m by
ng) time out when they do not receive data packets of ti®00 m. The transmission range of a node is 250 m. A
flow for Route_li fe_time and transit toBRK _U. When maodified “way-point” movement model is used to model
the source node, receives the RERR packet, it sends ouhe random movement of the nodes [17]. In the beginning,
a new RREQ and starts a new round of route discovehe nodes are randomly placed in the area. Each node re-
(Figure 3.d). Every node which either does not have amains stationary for a pause time, the duration of which
entry for the QoS routen(;, ng), or where the route statefollows an exponential distribution with a mean of 10 sec-
is BRK_D (ns, ny) receives and forwards the RREQonds. The node then chooses a random point in the area
Their states becom& F(). When the RREQ reaches as its destination and starts to move towards it. The speed
via FP' = {ny — ns — ng — n1}, if the soft-state of the movement follows an uniform distribution between
BRK _U atnj has not expiredn, generates a local reply0 and the maximal speed Network mobility is varied
and sends out the RREP back to the source in the revesdeen we change. Different network scenarios far=
direction of F P’ (Figure 3.e). The state at; becomes 0, 5, 10 m/s are generated. The scenarie= 0 repre-
RESV. Atthe same timei; sends a route hold packetsents a static network with no link change. At= 10
(RT_HLD) to its downstream neighbory. Nodengy also m/s, on average a node experiences a link change every 5
becomeskRESV. As the RREP is forwarded back tq, seconds. After reaching a destination, a node pauses again
every node onF' P’ (ng, ns, ny4) determines and reservesand starts to move towards another destination as previ-



ously described. This process is repeated for the duratidelay increases significantly under heavy traffic. On the
of the simulation (300 seconds). The only constraint of tlweher hand, the QoS routing protocol tries to find and use
movement pattern is that it does not cause network partutes satisfying bandwidth constraints for different flows,
tions, so there is always a route from a source to a desti«en between the same pair of source and destination. Two
nation and no packet is dropped because the destinatio@@S routes may share the same path, but the protocol will
unreachable. All dropped packets are due to network camsure enough bandwidths are reserved on this path to ac-
gestion or temporary route failure. When the movemeavmmodate both flows. The traffic load is more balanced
pattern is generated, caution is taken to prevent netwahis way. The average packet delay increases with of-
partition. If a partition occurs, the node causing the parfered load slowly with the QoS routing protocol. When
tion randomly picks another destination and starts to motree nodal speed increases, the throughput of both pro-
towards it. The node does not pause in this case. An égeols drops. Mobility affects network throughput at both
ample of this network is a group of soldiers moving othe MAC layer and the routing layer. At the MAC layer,
foot in a loose formation. Changes in their relative pat takes time for E-TDMA to resolve the collisions caused
sitions are modeled by this movement pattern. In ordey node movement and to reserve new slots. Essentially
for the leader to issue command to his soldiers, no oaeprotocol like E-TDMA which is based on establishing
is allowed to stray away, therefore no partition occurs meservation has only limited capability to handle network
the network. User traffic is generated with CBR sourcesiobility and is best for a static network. At the network
where the source and the destination of a session are dager, it takes time for the routing protocol to re-establish
sen randomly among the nodes. During its lifetime of 3 route when it breaks. For the QoS routing protocol, the
seconds, a CBR source generates 20 packets per secpadket throughput drops roughly by 15%:wat5 m/s and

A CBR source does not adjust its transmission dependibg 30% atv=10 m/s, compared witlh = 0. Nodal mo-

on the network congestion, and all 600 packets are alwdyhty also increases the average packet delay. The average
transmitted irrespective of how many of them get througpacket delay nearly doubles at10 m/s. Interestingly,
The size of a CBR packet is 64 bytes, and it becomes &fen we compare the two routing protocols under mobil-
bytes after an IP header is added. A packet is transmittedtin the advantage of QoS routing increases. An explana-
three time slots. The starting time of a session is randontign is as follows: because the QoS routing protocol uses
chosen between 0 to 270 seconds, so a session always diftkgent QoS routes for individual flows, when one of the
naturally by the end of the simulation. The offered traffiQoS routes breaks, only this QoS route is repaired. Other
load is varied by increasing the number of CBR sessioare not affected. Packets of the flow on the broken route are
generated during the simulation from 20 to 360. Ten difemporarily forwarded using the best-effort route, which
ferent traffic patterns are generated and their simulatioray coincide with one of the other QoS routes. There is
results are averaged. We measure the number of packetse route redundancy with QoS routing. In the BE proto-
received by the destinations and the average packet detay, when the only route to a destination breaks, all packets
We also measure the number of sessions that are servigddressed to this destination are delayed or dropped. It can
and average packet delay for these serviced sessionsbefexpected that a best-effort routing protocol which finds
session is called "serviced” if at least 90% packets are maultiple routes will be better than AODV in this aspect.

ceived by the destination. This is a measurement of thepyhen the two protocols are compared at the session
quality-of-service provided to the end user (the applicatiqaye| (Figures 6 to 8), in the static network both can ser-
layer). vice almost all the sessions up to 150 sessions. After that
The QoS routing protocol is compared with the orighe BE protocol degrades until the session good-put drops
inal, best-effort (BE) AODV protocol. Figures 4 and 50 about 100. In the meanwhile the QoS routing proto-
show the packet throughput and the average packet del continues to service more sessions. Average packet
lay under different traffic loads and node speeds. Undizlay for serviced sessions is relatively stable in both pro-
light traffic, packet throughput and packet delay are vetgcols (usually below 150 ms, which can be tolerated by
close for the two protocols, because they often use samany real-time applications). Note that the relative perfor-
routes. The advantage of QoS routing protocol beconmesince of the two protocols in terms of session good-put is
apparent when traffic gets heavy. With the BE protocalery different from that of packet-throughput. With the BE
a node has one active route to a destination and uses itgootocol, all the packets are treated alike and transmitted
all the packets to the destination. As the network traffic ben a first-in-first-out (FIFO) bases. Packets from different
comes heavy, this route becomes heavily loaded, caussagsions are equally vulnerable to being dropped. When
packets to be delayed and dropped. The average packete sessions are transmitted at the same time, packets are
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Fig. 4. Packet throughput far= 0,5, 10 m/s.

dropped from all of them and fewer sessions deliver 90%
of their packets. With the QoS routing protocaol, it is possi-
ble to distinguish packets from different sessions. Priority
can be given to a packet transmitted on its QoS route be-
fore a packet transmitted on a best-effort routed. With the
QoS routing protocol the capacity reaches about 200 ses-
sions. When nodes start to move, the session good-put for
both protocols decreases significantly. Figure 8 shows that
the probability for a session not serviced increases with the
nodal speed. For the QoS routing protocol, session good-
put drops to 1/2 and 1/3 at= 5 and 10 m/s respectively
compared withv = 0. Once a route breaks, before it can

be restored, the flow suffers significant degradation, evevil.

its packets are transmitted on a best-effort route. The QoS
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Fig. 6. Session good-put fex0, 5, 10 m/s.

Average packet delay for serviced sessions (s)
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Fig. 7. Average packet delay for serviced sessions.

DIscUsSSIONS OF THEQOS AND BE PROTOCOLS

routing protocol offers little protection when this happens

until a new QoS route is found for the flow. Because of t

The original AODV protocol is designed for reacting
ickly to topology changes in the network. It is very

bandwidth constraint, a QoS route is not always restor&?._x'ble when looking for a route and handles node mo-

Forv = 0, packets from serviced sessions consist of m

of the packets received; asincreases, their portion de-
crease rapidly, indicating many sessions suffer from rout

{lty well. When nodes move very fast, topology could
change so quickly that one is lucky to find a route at all,
Q to mention any QoS. Whether QoS can be achieved in

failures during transmission. How to protect a flow whefi highly mobile network is questionable. At each node,

its QoS route breaks needs further investigation.
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Fig. 5. Average packet delay for= 0,5, 10 m/s.

there is at most one route to any given destination, and
this route is changed when a fresher route, or sometimes a
shorter route, is known. All the packets addressed to that
destination are sent through this route, causing congestion
on this route under heavy traffic. This leads to “hot spot”
in the network where packets are delayed and dropped.

The QoS routing protocol builds individual QoS routes
for different flows, even between the same source and des-
tination. Packets transmitted on QoS routes are guaranteed
of bandwidth. When an area of the network is congested,
a new QoS route is likely to be built around it rather than
through it, providing a way for load balancing. However,

a RREQ to set up a QoS route has to reach the destination
before it can be replied. A QoS RREQ often travels further

than a BE RREQ. In the worst case a QoS RREQ is flooded
in the entire network, generating much overhead. Because
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, | | | | QoS routes. If two QoS routes cannot be fully established
because they are blocking each other, both will be deleted.
How to setup QoS routes when there are multiple compet-
ing requests needs further study.

*

.
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VIl. CONCLUSION

._.
O‘

¥+ Q0S, 5:=320 :

Probability of a session not serviced

A QoS esia0 An on-demand QoS routing protocol based on AODV

o O e is developed for TDMA-based mobile ad hoc networks.

107 : ; LR It can build a QoS route from a source to a destination
Mexmalnode speed (mis) with reserved bandwidth. We developed a distributed algo-

rithm for calculating the end-to-end bandwidth on a path
efficiently. This bandwidth calculation algorithm is inte-
grated into the AODV protocol in search of routes satis-
fying the bandwidth requirements. The QoS routing pro-
of the requirement for bandwidth reservation, a QoS rouigcol can also restore a route when it breaks due to some
is harder to construct than a best-effort route. A long Qadpological change. Therefore it can handle some degree
route is more difficult to build and to maintain than a shosf network mobility. Its performance is compared with
one, especially under mobility. As nodes move faster agght of the original AODV protocol with simulations. The
the network topology changes more frequently, it becomeignulation results show that the QoS routing protocol can
more and more difficult to do QoS routing. All these sugsroduce higher throughput and lower delay than the best-
gest that the QoS routing protocol is only good for shogffort protocol. It works the best in small networks or short
routes and in networks of low mobility. Consequently Qofputes under low network mobility.
routes should be built and used as complement to, not sub-
stitute for, best-effort routes. APPENDIX

Another advantage of the QoS routing protocol is rex. FunctionsBW;, BW, and BW3
lated to the E_-TDMA protocol used at the MAC layer, Function (OUT) = BW1(IN,n)
where a slot is reserved at a delay cost. Because Con- ssert(n < [IN));
tention is used for reserving a slot, it works the best when  choosen elements fron? N randomly asOUT;
the reservation request is light. More route change requires ~ return.
more reservation and leads to longer reservation delay. Be-function (OUTy, OUTy) = BWa(IN2, INy)
cause route change is less frequent with QoS routing, E- C = INiNINy;

Fig. 8. Probability that a session is not serviced. Leaslthe
number of sessions transmitted in 300 seconds.

TDMA works better for QoS than for BE routing protocol. By = IN; N INy;

However, these are characteristic of E-TDMA and may not ?'; {]f'?]\[/\']“

be true if other protocols are used. OUT, = BWA (s, [IN))
A major criticism of this QoS routing protocol is that it OUTy = INy;

is designed without considering the situation when multi- return;

ple QoS routes are being setup simultaneously. A route 613601551%5/11\7(%1 LN

request is processed under the assumption that it is the OUT, = IN»: ’

only one in the network at the moment. When multiple return;

routes are being setup simultaneously, they each reserve else

their own transmission time slots. When they cross, they g: fg)%(égv}u I|g2|l)/2)
2 = 1 3 - 21);

may compete for the same set of slots and interfere with Oy = CNCo:

one another. It is possible that two QoS routes will block OUT, = BW1(Cy U By, T);
each other when they are trying to reserve the same time OUTy = BW1(Ca U E2, T);
slots simultaneously; but if the two requests come one af- return.

ter another, one of them will be successful. This is because function (OUTs, OUTs, OUTy) = BW3(INs, I N2, INy)
no attempt is made to coordinate different route requests. assert(|INs| = |[INz| && IN2 N INs = 0);

This is not a problem for the BE protocol, because no re- gﬂ = ﬁﬁ %xﬁ

. . . 31 = 3 15

source reservation is necessary and two routes can simply 5 "_ ;x5 oo

cross each other. However, the use of soft-states ensures g, — 1N, N Ty

there will not be deadlocks between the two competing  E; = IN3 N Csi;



if |Ea| > |IN,|
OUTy = BW1(Ex, |IN:|);
OUT2 = INQ;
OUTs = INs;
return;

elseif |Es| > |BW2(INa, INy)]
(OUT2,0UTy) = BWa(IN2, INy);
OUT3 = BW1(Es,|OUTL));
return;

else Zf |E2| Z |BW2(IN3,IN1)|
(OUTs,0UT:) = BW2(IN3, IN1)
OUT, = BW1(Ea, |OUTx|);
return;

else
T = floor(|INs UINyUIN|/3)
C$h = BW1(Cay, T — | Es));
Cél =Cs51 N C??l;
Ch = BWi(Car, T — | Es|);
0211 =Ca N 0221;
OUTy = BW1(E1UC3, UC3,,T);
OUT; = Ex U C3y;
OUTs = E3 UCS;;
return.

B. An upper bound of the end-to-end bandwidth

An upperbound on a patR = {n, — ...

(1]

(2]

(3]

[4]

5]

(6]

[7]

(8]

— mno} is obtained by [g]

observing that the bandwidth of the entire path cannot be higher than
the bandwidth on portion of the path which consists of three adjacqnp)

links on P, PP¥ = {ngy3 — nkt2 — nry1 — ng}. The upper-
bound is given by

UB(P) = mkinBW(PP;f), k=0,1,..,m— 3,

where the bandwidtBW (PP2) from n 3 to ny, is calculated with
integer linear programming

BW (PP?) = max B

s.t.

Ciy + CFy < Cha,

Cis + Cis < Chs,

C33 + C33 < Cog,

C’1123 + Cf23 + C§23 < Chas,

B —Ciy — Ci3 — Cias < Ei,

B — Ciy — C35 — Cias < B,

B — Cis — C35 — Cfas < Ej,

Ch23 = |LBgy1 N LBry2 N LByy3|,
Ci2 = |LBi41 N LByy2 N LByysl,
C13 = |LBi41 N LByy2 N LByysl,
Co3 = |LBit1 N LByy2 N LByysl,
F1 = |LByy1 N LBiy2 N LByysl,
Fy = |LBy11 N LBiy2 N LByys|,
B3 = |LBy11 N LBiy2 N LByys|.

The variablesB, C andE are non-negative integers.

[11]

[12]

[13]

[14]

[15]

[16]

[17]
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